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Chaotic Vibrations of an Oscillator with
Shape Memory

Vibragbes Cadticas de um Oscilador com
Memdria de Forma

Marcelo A. Savi

Arthur M. B, Braga

Departamento de Engenharia Mecénica

Pontificia Universidade Catdlica do Rio de Janeiro
22453 Rio de Janeiro, RJ - Brasil

Abstract

This article results from some investigation on the dynamical behavior of mechanical systems containing
elements wit pe memory. some phenomenological theories that describe shape memory and pseudoelastic
effects in metallic alloys that uadergo thermoelastic martensitic transformations are reviewed, One of these
theories is used to model a helical spring. The dynamic response of an oscillator with a shape memory spring is
investigated. It is shown that the system may behave chaotically under certain conditions.

Keywords: Chaotic Vibrations - Nonlinear Dynamics - Shape Memory

Este trabalho apresenta resultados de um estudo sobre a resposta dinimica de sistemas mecinicos contendo
elementos com meméria de forma. Sio discutidas algumas teorias fenomenolégicas que descrevem os efeitos de
meméria de forma e pseudoelasticidade associados a transformagbes martensiticas lermoelisticas em ligas
metilicas, Uma destas teorias £ utilizada na modelagem de uma mola helicoidal. O com portamento dindmico de
um oscilador com meméria de forma € investigado. Verifica-se que o sistema pode responder caoticamente sob
determinadas condigbes.

Palavras-chave: Vibragbes Caéticas - Dinimica Nio-Linear - Meméria de Forma

Introduction

Shape memory and stress-induced pseudoelasticity are effects observed in metallic alloys that
undergo thermoelastic martensitic transformations (see, e.g., Buehler et al., 1963; Jackson et al., 1972;
Delaey et al., 1974; Warlimont et al., 1974; Schetky, 1979). Qualitative plots in Fig. 1 illustrate both
behaviors. The stress-strain curve in Fig. 1a is obtained at constant temperature, and shows the
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Fig. 1a. The pseudoelastic effpct Fig 1b. The shape memory effect
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pseudoelastic strain recovery during a loading-unloading cycle. This behavior is typical at a
temperature where the parent phase, austenite, is stable. At the point A in the diagram, the stress-
induced transformation starts to cause the appearance of martensite. This process is completed at B,
and the now all martensitic specimen deforms elastically again. During unloading, the transformation
is reversed in the path CD, and the sample retums to its undeformed austenitic state.

The plot in Fig. 1b is obtained at a different temperature. The reverse transformation is not
completed after the load is removed, and some permanent sirain is still observed in the stress-free
specimen. The shape memory effect consists in the recovery of this residual deformation by heating the
sample to a temperature where the parent phase is stable. The temperature-induced reverse
transformation occurs in the segment EF of the diagram.

The shape memory effect and other related thermoelastic processes associated with martensitic
transformations have been known since at least 1938, But it has been the investigations of Buehler and
co-workers (see, e.g., Buehler et al., 1963) on phase changes in NiTi alloys, in the early sixties, that
instigated the technological interest in the shape memory effect. Experiments where NiTi objects were
restored to their original shape after being "permanently” deformed, revealed the potential for the use
of these alloys in engineering (Jackson et al., 1972; Schetky, 1979). Among other applications, one
could mention self-actuating fasteners, self-erectable structures for aerospace hardware, thermally
actuated switches, and a number of bioengineering devices. Most recently, shape memory alloys have
also been employed as actuators for the active vibration control of flexible structures (Rogers, 1990;
Rogers et al., 1991; Venkatesh et al., 1992).

The phenomena associaled with martensitic transformations are intrinsically nonlinear. As a
consequence, when subjecied to dynamic inputs, 8 mechanical system which contains shape memory
elements may experience a number of quite complex behaviors. One of them is chaos.

Chaotic response is characterized by long term unpredictability. A nonlinear system which is
deterministic may experience completely irregular behavior even when excited periodically. This
apparently random response has nevertheless a structure. The study of the structure underlying chaos
has been a very active ficld in recent years, We refer to the books by Thompson and Stewart (1986) and
Moon (1987) for lists of publications on the subject.

In this paper we are concerned with the chaotic response of mechanical system with shape
memory. Firstly, we briefly review some of the available phenomenological theories that describe
thermoelastic martensitic transformations in metallic alloys. One of these theories is used to build a
madel of an helical spring with shape memory. The dynamics of a simple, one degree-of-freedom
oscillator is then investigated.

Phenomenological Theories for Shape Memory

Shape memory and other related effects associated with thermoelastic martensitic transformations
may be modeled at either the microscopic or macroscopic levels. For descriptions at the microscopic
level we refer to the articles by Achenbach and Miiller (1982) and Warlimont et al. (1974). Here we are
interested in phenomenological theories that describe the transformations macroscopically. These
transformations are caused by changes in temperature as well as by mechanical actions. Hence, the
macroscopic thermodynamical variables needed to describe the phenomena are temperature, T, and
strain, €. We consider small deformations only, in which case e represents the infinitesimal strain
tensor.

In order to account for the influence of phase transitions on the properties of shape memory alloys,
there may also be a need for internal variables. The free energy, v, is then assumed to have the form
¥ = y(e,T,B) (1)

where {3 is a vector representing the internal variables.

If thermal dissipation is not considered, the Clausius-Duhem inequality may be written as (see,
e.g., Germain, 1973)
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where p is the mass density, s the total entropy per unit of mass, and o the Cauchy stress tensor.
From Eq. (1) one has

V=Yg + Ry I5+ (3)

where V, ¢ and Y, 1 represent the gradients of the free energy with respect to € and f respectively. If
we now define

o =p%y *
and assume that (Germain, 1973)

dyp

— - 6

7 s (6)

the inequality (2) may be rewritten as
(0 ~0):e +B-f=20 )

If dissipation is not considered, Eq. (7) becomes an equality, otherwise we introduce a pseudo-
potential of dissipation, ¢ (€, f) , which is convex, positive, and vanishes at the origin. In this case, if
we let

o =o(epT)+Vé(c,p) ®
and
8w Vp-q;(é. B) 9

the Clausius-Duhen inequality is automatically satisfied (Germain, 1973).

Mathematical models for shape memory are based on different choices for the functionals
representing the free energy and the pseudo-potential of dissipation. We now briefly review some of
these models.

Model with Polynomial Free-Energy

The first model discussed here is based on Devonshire theory for temperature-induced first order
phase transition combined with hysteresis, and has been proposed by Falk (1982), This is an one-
dimensional model which does not consider dissipation. In Devonshire theory, the free energy depends
on the temperature and on the one-dimensional strain &, i.e.

¥ =y(eT) (10)

and no internal variable is considered.

The functional form of the free energy is chosen such that at high temperatures it has only one
minimum at vanishing strain, representing the equilibrium of the parent phase. At low temperatures,
martensite is stable, and the free energy must have minima at nonvanishing strains. Al intermediate
temperatures the free energy must have equilibrium points corresponding to both phases. These
restrictions are satisfied by the polynomial expression
6

1 1 1
PP (eT) = ~a(T-Ty) a’-zbs‘»fges (11)
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where a, b, and e are positive constants, while Ty is the temperature below which the parent phase
becomes unstable. It is also convenient to define the temperature Ty, above which austenite is stable,
and the free-energy has only one minimum at zero strain,

162

T, =T\, +—-— 12
X M" 4ae (12)

Using expression (12) to eliminate e, and recalling that without dissipation the stress is simply the
derivative of the free energy with respect to strain, we obtain the constitutive law based on Devonshire
theory:

{5

o =a(T-Ty)e-be’+-——— ¢’ (13)

4a(T,-Ty)

Stress-strain curves based on the polynomial model are shown in Fig. 2, where the thick lines

- T(Tu l _T" CTdA _T)TA

s opans, D

@ ° ® @

Fig. 2 Stress-Strain curves based on the polynomial model. Thick lines represent stable loading paths.

represent stable loading-unloading paths. The shape memory effect is illustrated in Fig. 2a and 2b,
obtained for temperatures below T,. The curve in Fig. 2c is representative of higher temperatures, and
shows the pseudoelastic phenomenon described by the polynomial model.

Model with Assumed Transformation Kinetics

Another theory that models the one-dimensional mechanics of martensitic phase transformations
has been developed by Tanaka and co-workers (Tanaka and Nagaki, 1982; Tanaka, 1985; Sato et al.,
1985; Tobushi and Tanaka, 1990). In addition to uniaxial strain and temperature, Tanaka’s theory also
considers a scalar internal variable that characterizes the extent of transformation. This variable, p;,
represents the volumetric fraction of martensite. The free energy has the form

Y =9(sBy,T) (14)
The constitutive equation may be written in rate form as
o = Ee-af, -ET (15)
where
oy

E =p—, a-pa—w—, nd =
382 dedp, dedT

(16)
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In Eq. (15), E is the elastic modulus and = a thermoelastic coefficient, while a is associated with
volume changes in the transformation (Sato et al., 1985). In general, these coefficients depend on the
state variables g, T, and B, but in the articles by Tanaka (1985), Sato et al. (1985), and Tobushi and
Tanaka (1990), they are assumed to be constant and positive.

The other assumption in Tanaka’s theory, is that the fraction of martensite is determined only
through the current values of stress and temperature (Sato et al., 1985), i.e.

B, = B(o,T) an

The hypothesis is based on the difusionless nature of martensitic transformations (Tanaka, 1985).
Sato et al. (1985) assume an exponential form for the functional on the right-hand-side of (17). The
transformation from austenite to martensite is then described by

B, = 1-exp[-ay(Ty,-T) -by0] (18)

where Ty is the temperature where martensite starts to form under stress-free state, while ay; and by
are positive constants (Sato et al., 1985). Eq. (18) holds for

By
o2 (E_] (T-Ty) (19)
M
The reverse transformation is described by another exponential function (Sato et al., 1985)
B, = exp[-a,(T~T,) +b,0] (20)

where a, and b are positive constants while Ty is the temperature where austenite starts to form under
zero stress, The kinetics of the reverse transformation (20) halds for

8a
os [“] (T-T,) (21)
ba
The dependency of martensite fraction on temperature under stress-free state, is schematically
shown in Fig. 3a. The plot in Fig. 3b illustrates the kinetics of the stress induced transformation under
constant temperature.

Tanaka’s theory is capable of modeling the pseudoelastic behavior as well as the shape memory
effect, and has been used in a number of applications (Sato et al., 1985; Tobushi and Tanaka, 1990).
Rogers et al. (1991) and Liang and Rogers (1990) have employed a modification of this theory to
develop a mathematical model for shape memory alloy hybrid composites used in structural acoustics
control. In their model, instead of the exponential law presented above, the kinetics of transformation
is described by a cosine function (Liang and Rogers, 1990). Results of Roger’s model are in close
agreement with experimental data (Rogers et al., 1989; Rogers, 1990).

It should be pointed out, however, that Tanaka’s model, at least in the form presented above or in
the references cited here, does only apply 1o tensile behavior. This is not explicitly stated by Sato et al.
(1985). Furthermore, the stress-strain plot in compression presented in that article, Fig. 5 in (Sato et al.,
1985), can not be obtained by applying only the set of equations introduced by its authors and repeated
above. We believe that in order to correctly describe the shape memory alloy response under
compressive loads, one has to introduce another internal variable, f,, representing the volumetric
fraction of a second variant of martensite. Of course, the following restriction must then be satisfied:

By+By=1 (22)

It is well known that shape memory alloys usually develop various kinds of martensite (Jackson et
al,, 1972, Delaey et al., 1974; Warlimont et al., 1974), and that in the same alloy, each variant grows
favorably under one type of stress state (Schetky, 1979). Here, the second variant, B, should grow at
the expense of B, under compressive loads and vice-versa. This and restriction (22), have to be taken
into account in the assumptions concerning the transformation kinetics of the martensite variants.
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Fig. 3 Variation of martensite fraction with temperature at the stress-free state (a),
and with stress under constant temperature (b).

Model with Internal Restrictions

The third type of phenomenological theory considered here has been developed by Fremond
(1987). The shape memory and pseudoelastic effects are described with the aid of three internal
variables, By, B2, and B3, respectively representing the volumetric fractions of two variants of
martensite and of the austenitic parent phase. In this three-dimensional model, the three different
phases may coexist, and the internal variables have to satisfy the following constraints:

0sP,=1(i = 1,2,3) and B, +B,+P; = 1 (23)
The free-energy of the mixture is then defined as

3
Wie By T) = p Y B (e, T)+1(p; (24)

where y;( e\ T) is itI;elfrena-ennarg}- of the individual phases and i(ﬂI] is the indicator function
(Rockafellar, 1970) of the convex set

C = {(BByBy)|0<B,<1; B, +P,+Py= 1} (25)
and defined as

I(B) =0 ifpEC

1(B) —~w if B,&C (26)
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The functions describing the free-energy of the individual phases are chosen as
1

Py, (e, T) = 58 2 C e —a(T)tr(e)

pY, (e, T) = %s: C :e +a(T)ir(g)

1 {5
pPYy(e,T) = -2-!'. R _ﬂ(T_TM) (27)

where C is the elasticity tensor, a(T) is proportional to the coefficient of thermal expansion, and L
is the latent heat of the martensite-austenite phase change. Observe that all phases are assumed to have
the same mass density and elastic properties. Also notice that since this is a three-dimensinal theory, in
the previous equations & represents the tensor of infinitesimal strains.

Using the second of equations (23), one can eliminate 3 from the expression for the free-energy of
the mixture, obtaining

Py (e BB T) = p{B [y, (e.T)—yp3(e,T)]

+By Wy (e, T) —py(e , T)] +y5(e , T) } +1 (B, By (28)
where J (B,, B) is the indicator function of the triangle defined in the BB,-plane as

T = {(ByB)|0<B <1 B,+B,<1} 29

Now, from equations (4) and (5), considering that the pseudo-potential of dissipation does not
depend on the strain rate, ie., ¢ = ¢ (B, B2), one obtains

o =Ce +(py-p)a(nI (30)
and

B i THls ) = T=Ty) <8

ap, Ty

13"+ - —a(T)tr(e ) -L(T-TM} -3, (31)

ap2 Ty

where | is the identity tensor, while 8 1'-' (resp. 62.-1 ) represents the subdifferential (Rockafellar, 1970)
of the indicator function J(f, B,) with respect to 8, (resp. Bo).

The concepts of indicator function and subdifferential, are employed by Fremond in order to
guarantee that §§; and B, will be, at all time, inside or on the surface of the triangular region defined by

equation (29). The use of Lagrange multipliers offers an alternative approach, which is also more
suitable for numerical calculations based on this theory. The constraints to be satisfied are

~B,s0, -B,=<0, and B, +p,-1s0 (32)
The indicator function may be written in the form
T = =By =Ry + Ay (B 4By -1) 33
from what follows

?—?—— =a(T)tr(e }—TL(T—TM) +h -2y

aBl M
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;“._—-—u('l')lr(z)—TL(T‘Tu)*l‘Z"lB i
ap, M

where A, Ay, and A5 are the Lagrange multipliers.
We also have to introduce a set of Kuhn-Tucker conditions (Luenberger, 1973):

Bhi= 0, B,As= 0, and (B, +B,~1)Ay= 0 39)
and
klzﬂ, A, =0, and laz(] (36)

Equations (30), (32), and (34-36), form the mathematical structure of the model with internal
restrictions introduced by Fremond. An algorithm for the solution of this set of equations has been
proposed by the authors (Savi and Braga, 1993),

It is worthwhile to compare Fremond’s theory with that developed by Tanaka and presented
elsewhere in this paper. In order to do so, we reduce Fremond's model to one-dimension, replacing the
tensor € and its trace by the uniaxial strain e. Also, we use the component o instead of the stress
tensor o , while the elasticity tensor C is replaced by the modulus E.

The most striking difference between the two models is that, while the theory developed by
Fremond uses two kinds of martensite, Tanaka's considers only one. The first martensite in Fremond’s
model, f,, is active only when the stress is positive (Fremond, 1987). Thus, keeping the comparison
within tensile behavior at constant temperature, we observe that the constitutive equations (15) and
(30) become very similar. In fact, the material parameter a has the same meaning in both models.
Another point of contrast between these two theories, is the number of characteristic temperatures
considered. Fremond assumes that both the martensitic and reverse transformations begin at T=Ty,.
Tanaka considers two different temperatures, Tys and T,. The latter is associated with the start of the
reverse transformation ( martensite — austenite).

Despite these differences, it may be shown that both models predict identical response for
successive tensile loading and unloading if we make the following assumptions: 1) the coefficients ay,,
by, 84, and b,, become very large, approachlng infinity in such a way that
a,/b,= ay,/by, —~ EL/aTy; and 2) TA!TM==1+(a /EL). The first assumption means that the
trans ormation occurs instantaneously when the stress reaches the transformation line. The second is
made in order to adjust the stress threshold for the reverse transformation. Plots showing the loading
unloading paths predicted by both theories under these assumptions are presented in Fig. 4.

Finally, a few comments on the shortcomings of Fremond’s three-dimensional model are in order.
Firstly, it should be pointed out that, since the difference between the volumetric fractions of
martensite variants appears multiplied by the identity tensor in Eq. (30), the model can not describe
thermoelastic martensitic transformations induced by pure shear stress states. Results of torsion tests
presented by Jackson et al. (1972) indicate, however, that these transformations do occur in nickel-
titanium alloys.

A second remark, concerns the form assumed by Fremond’s three-dimensional model when the
stress-state is one-dimensional. In this case, if all three phases are assumed to behave isotropically, the
trace of the strain tensor will also include a term proportional 1o the difference (fo-f;). A more detailed
analysis, out of the scope of the present contribution, will show that the resulting equations predict
qualitatively different uniaxial stress-strain curves from those obtained experimentally, or by the other
two one-dimensional models discussed in this article. This apparent shortcoming may be easily
overcome by including another term in the expression of the free-energy.
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Fig.4 Stress-straincurvesat T>T ' (@) predicted by Tanaka's model with exponential law; (b) obtained
from both theories when assuming a ,/b, = a, /b, —~ EL/aT, and T,/T,, = 1+ (a”/EL)

An Heilical Spring with Shape Memory

In order to' model the response of an helical spring made from a shape memory alloy, one could
apply any of the constitutive theories discussed in the preceding section. In fact, all three provide fairly
good qualitative description of the one-dimensional shape memory and pseudoelastic effects. Here, we
have chosen the polynomial free-energy function of Devonshire’s theory. This choice yields the
simplest equation for the nonlinear restoring force.

We assume that the longitudinal external force is resisted by the torsional shear stresses developed
on the circular cross section of the helical shaped wire (Shigley, 1972; Tobushi and Sato, 1990). The
relationship between the longitudinal force, F, and the shear stress distribution, o, is expressed as

ds2

4n 2
F = — { or dr (37)

where r is the radial coordinate along the cross-section, while D and d represent, respectively, the
diameters of the spring and of the wire cross-section (Fig. 5).

d

1

Fig.5 Helical spring

We also assume that the shear strain, &, is distributed linearly along the wire cross-section. If N is
the number of coils and X the deflection, it can be shown (Shigley, 1972) that
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2r
E =

5 X (38)

nD"N

Now, using the polynomial model, and assuming that Eq. (13) is valid for the pure shear stress-
strain behavior, we obtain the foll_?wing nondimensional equation for the nonlinear restoring force:

T S R (39)
4(8.-1)
where f and x are the nondimensional force and displacement:

8D
ity Rty
naT,d nD"N
while the other parameters are defined as
T 2b

1
= —, A= ——, and O = —{s-ﬁn) (41
T aT,, 9| T,

The Oscillator with Shape Memory

fa

X (40)

T

We consider the one degree-of-freedom oscillator shown in Fig. 6. It consists of a mass m
L
P sen wt

4 "

shape memory spring

Fig6. Oscillator with shape memory

supported by a shape memory spring and a linear damper with coefficient c. The system is excited
harmonically by the force Psinwt. The nonlinear equation governing the forced motions of the
oscillator may be written in the nondimensional form

2
i ; A
X+EX+ (B—l)x-kx3+———-—x5 = ysinQt (42)
4(6,-1)
The dots represent derivatives with respect to the nondimensional time, t, defined as

= wyt, where wy= J/aT,d"/8mD’N (43)

The other constants appearing in Eq. (42) are

E= c/mwy, y= 3P. and Q= w/w, (44)
naT,,d

If we define

y,=xand y, = x (45)

Eq. (42) can be written as a first-order system:

¥y = ¥2
3 ¥ 5
Y2 = _EYZ_ {B—l))’l+')\yl—myl+ysinﬂt (46)



Chaotic Vibrations of an Oscillator with Shape Memory 1"
Free Vibrations

Free vibrations of the shape memory oscillator are described by the autonomous system obtained
by letting y vanish in Egs. (46). In this section, we discuss the system response when it is displaced
from an equilibrium configuration.

The fixed points, or equilibrium configurations, depend on the temperature. Denoting by (¥4, ¥2)
a paint in the y;y,-plane (the phase space) that, for y=0, make the right-hand sides of Eqs. (46) vanish,
we find five possibilities:

7, =0 and §, = 0 (47
or
2(8.-1) I e
¥i -:[ X [1:(3 1] ]] and y; =0 (48)
-

Of these five possibilities, only those which correspond to real numbers have physical meaning.
Hence,

a) for @ < 1, the system has three fixed points;

b) for 1 < 6 <8, the system has five fixed points;
c)for @ = GC. the system has three fixed points;
d) for 6 > 8., the system has only one fixed point.

Stability of these equilibrium configurations are determined by the behavior of the linearized
system in their neighborhood. By making the change of variables

n = y-y (i=1.2) (49)
and considering vy small, the autonomous (y=0) linearized system assumes the form

'-ll'flz
2

Mg < [(9—1) ~3hy 4 E‘I]nl—snz (50)

A
4(0.-1)
An analysis of the eigenvalues of this systern reveals that, for 6 < 1, the origin of the phase space,
which corresponds to a state of rest, is a saddle point. The other two fixed points are centers when E=0
(undamped system) or stable spirals when & > 0. This is consistent with the low temperature behavior
of the shape memory alloy, where two martensitic phases are stable.

When 1 <6 <8, the system has two saddle points in the phase space. These are
1/2

. 2(0c-1) 0. -0y172 9
¥y = 1[ X (1— [B _1] ]] and y, = 0 (51)
C

The remaining three fixed points are centers if the system has no dissipation. They are stable
spirals otherwise. The existence of three stable fixed points is explained by the stability of both
martensitic phases and the parent austenite in this temperature range.

When 8=0, the origin is a center if E=0, or a stable spiral if the system is dissipative. The other
two fixed points are saddles. Finally, for 8 > @, the origin, which now is the only stable fixed point in
the phase plane, is either a center or a spiral, again depending whether the system is dissipative or not.
For 6 > 8, austenite is the only stable phase in the siress-free shape memory alloy.

Fig. 7 shows some phase plane trajectories illustrating the free vibration of the undamped shape
memory oscillator at three different temperatures. These results have been obtained by numerical
integration of Egs. (46). The standard fourth-order Runge-Kutta algorithm has been used in these
calculations. We have obtained good convergence with a step size At=2m/180. Since we are, at this
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point, more concerned with the qualitative response of the shape memory system, we have chosen A=1
for the example calculations presented throughout this article. We have also assumed 68¢=1.10, which
is a typical value for nickel-titanium alloys (Tobushi and Tanaka, 1990).

Results showing the phase plane trajectories for the dissipative system (£=0.2) at constant
temperature are presented in Fig. 8. We observe that when the system has more than one dynamical
attractor, which is the case when @ < 0. (Figs. 8a and 8b), its final configuration is very sensitive to
the initial condition. This is a common feature of nonlinear systems.

Fig. 9 shows the behavior of the autonomous system subjected to a temperature variation. This

result has been obtained by assuming that the temperature of the system, initially 8;, changes 10 ¢ in
the following way:

0, if Tsv;
n(t-1,)
0= 81+ {B[—Gl]ﬂnﬁ if":i<1<‘(§; (52)
-1,
8, if 21

The mass is displaced from its equilibrium position at the instant t=0. After an interval of time, 1;,
the temperature begins to change, up to the instant 1, when it reaches the final temperature level. In
Fig. 9a, we have considered the undamped oscillator. The plot in Fig. 9b has been obtained for the
dissipative system. The dashed line represents the transient behavior between 1; and t;. As expected,
the oscillator seitles on a different attractor after the new temperature level is reached. This behavior is
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of special interest, since it illustrates the capability of altering the dynamics of the shape memory

system by changing its temperature. We shall return to this point when discussing the forced response
of the oscillator,
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Chaotic Vibrations of the Shape Memory Oscillator

The behavior of the forced system is far more complex. In this section, we discuss the response of
the shape memory oscillator to periodic excitations. In particular, we are concerned with the prospect
of chaotic behavior. The system is governed by Egs. (46), where y and Q are the nondimensional
parameters representing, respectively, the amplitude and frequency of the sinusoidal forcing function.
For the numerical examples presented in this section, we have taken =1 and let y vary.

Initially, we observe the response when the forcing amplitude is small. Fig. 10 shows results of the

0.30 0.30

=
A~ 015} -~ A5 -—
8 8 ATy
] ® 3 i

> 0.00 $ 000 ( :

g " > .r;
-0i5} -015 e
. 030 i i
0% 0.50 0.70 0.80 0.30 0.50 0.70 0.90
displacement displacement

Fig. 10 Quasi-periodic response ofthe system. £ = 0; 8 = 0.95;y = 10
(a) Phase plane trajectory; (b) Poincaré section of the orbit

numerical integration when E=0, §=0,95 and y=10">. Along with the phase plane trajectory in Fig. 10a,
we also show a Poincaré section of the orbit, which is obtained by sampling the state variables,
displacement and velocity of the oscillator, at a rate equal to the forcing period. This procedure may be
better understood if we view the forced oscillator as an autonomous system with a three-dimensional
phase space. Time, in fact the quantity Qr, is taken here as the third explicit state variable. Also, since
the forcing is periodic, one considers the state space as the Cartesian product of the Euclidian 2-space,
the plane, with the circle (see, e.g., Guckenheimer and Holmes, 1983, pp. 25-27). The set of points on
the Poincaré section are then the intersections of the orbit with a plane that cuts this cylindrical state
space at Qr=p, where ¢ is a constant between 0 and 2n. Discussions on this geometrical view of
dynamical systems may be found, for instance, in (Abraham and Shaw, 1982; Wiggins, 1988; Wiggins,
1990).

The phase plane trajectory shown in Fig. 10a, indicates that the system oscillates around one of the
equilibrium configurations associated with this temperature and initial conditions. The Poincaré
section in Fig. 10b, reveals that the motion is in fact quasi-periodic. A periodic orbit is shown in Fig.
11. Now, we have taken 6=0.95, E=0.2, and y=0.05. In this case, the Poincaré section is simply a point
in the phase plane.

As the forcing parameter y increases, the system dynamics becomes reacher. Fig. 12 shows the
time history of the oscillation amplitude when 6=0.95 and y=5. The plot in Fig. 12a has been obtained
for E=0, while in Fig. 12b we have taken E=0.1. In both cases, the system response shows no visible
periodicity. The Poincaré section for the undamped system, displayed in Fig. 13a, now consists of a
cloud of points that fills the phase plane with no noticeable structure. This lack of structure is common
in nondissipative chaos.

Although the time history of the dissipative system is very similar to that of the undamped
oscillator (Figs. 12a and 12b), its Poincaré section, shown in Fig. 13b, appears as a set of points
arranged in a highly organized fashion. Poincar€ sections illustrating the forced response of the
damped oscillator at different temperatures are shown in Fig. 14. All plots show the same fractal-like
structure. In fact, such structured collections of points correspond to Cantor Sets (see, e.g.,
Guckeinheimer and Holmes, 1983; Thompson and Stewart, 1986; Moon, 1987; Wiggins, 1988;
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(a) Non dissipative system (E = 0); (b) Dissipative system (£ = 0.1)

Wiggins, 1990), and are indication of the folding and stretching experienced by the chaotic orbits of

the forced, damped oscillator. These collections of points are called strange attractors (Moon, 1987),
and are usvally found in dissipative chaocs.
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The fractal set on the Poincaré section is in fact a cross section of the three-dimensional attracting
structure embedded in the cylindrical phase space. It is interesting to observe the evolution of orbits
initiated at a circle of states (initial displacement and velocity) on the phase plane. After successive
time intervals, we check the intersections of this set of orbits with the phase plane. This is shown in
Fig. 15. If the attracting orbit is periodic, the circle of initial states is mapped to a point (Fig. 15a).
When the response is chaotic, the original circle is continuously stretched and folded approaching a
fractal-like structure (Fig. 15b). This picture, which is a common feature of chaotic motions,
corresponds to the so-called Smale horse-shoe (Wiggins, 1988). Another view of the attracting
structure is presented in Fig. 16, that shows Poincaré sections taken at different values of Q.

A bifurcation diagram is presented in Fig. 17, demonstrating the influence of the driving amplitude
on the system dynamics. It is interesting to notice the presence of periodic windows, and the
occurrence of a cascade of period doubling bifurcations leading to chaos in one of these windows
(enlarged region in the upper right corner of the figure). The pattern in Fig. 17 is typical of a number of
nonlinear dynamical system that exhibit chaotic behavior (Grebogi et al., 1983).

Finally, Fig. 18 shows a transition from chaotic to periodic response due to a variation in the
system temperature. This plot, again illustrates the capability of altering the dynamics of the shape
memory oscillator with the temperature. This feature has motivated the use of shape memory alloys as
actuators for active vibration control of structures responding in the linear range (Rogers, 1990; Rogers
et al., 1991; Venkatesh et al., 1992). It should be pointed out, however, that in these applications the
actuators have been employed under conditions where the SMA stress-strain behavior could be
linearized.

Concluding Remarks

In this paper, we have focused on the qualitative behavior of a simple dynamical system with shape
memory. Three different theories that model the phase transformations associated with
pseudoelasticity and the shape memory effect have been reviewed. All three theories provide
satisfactory qualitative one-dimensional description of these effects. Only one of these models,
however, can be applied to three-dimensional stress states.

The constitutive theory that assumes a polynomial expression for the free-energy functional has
been used to model an helical spring with shape memory. This choice yields the simplest analytical
form for the nonlinear restoring force. The dynamics of an one degree-of-freedom oscillator containing
such a spring has been studied numerically.
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Results of the numerical simulations indicate that this mechanical oscillator may exhibit chaotic
response under certain conditions. Despite the limitations of the analytical model used here, and the
lack of experimental data, the authors believe that similar behavior may be expected in other systems
with shape memory. This conclusion suggests that the possibility of chaotic response should he
considered when designing shape memory actuators for vibration and structural acoustic control.
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Abstract

Let DC R3 be a simply connected bounded domain with smooth boundary dD. We assume that dD is a
perfectly conducting surface. In this paper we present a numerical method to reconstruct D) from the
knowledge of the far field patterns generated by D when hit by time harmonic linearly polarized eleciromagnetic
waves coming from several incoming directions.

Keywords: Inverse problem - Electromagnetic Theory - Obstacle Reconstructing.

Introduction

Let R? be the three dimensional real euclidean space, x = (x,Y, z)TE R®be a generic vector,
where the superscript T means transpose, (+,-) will denote the euclidean scalar product and ||-|| the
euclidian norm. In the following we will use also complex vectors abusing occasionally of the
notations.

Let DC _Rs be a bounded simply connected domain with smooth boundary @D that contains the
origin. Let E' (x) be the electric field associated to a linearly polarized time harmonic incoming wave
propagating in a homogeneous isotropic medium, that is:

< 1k(x,a)

E'(x) = wee M

where w,, a0 € R with ||g|| = 1 are given and k > 0 is the wave number, moreover we assume that:
. ik(x,a)

divE'(x) = ik(w,, a)e ~ =0 (2)
thatis w, 1 @ so that g:i (x) is a divergence free vector field. We note that ygis the polarization
vector and a is the direction of propagation of fi‘ (x) .

Let E*(x) be the electric field scattered by the obstacle D when hit by the incoming wave Ei (x},
we denote with: %

E(x) = E'(x) +E*(x) ©)

the total electric field. It is easy to see (Colton and Kress, 1983, Chapter 4) that the time harmonic
Maxwell's equations in an homogeneous isotropic medium that does not contain electric charges
reduce to the vector Helmholtz equation for divergence free vector fields, so that the scattered field
E®(x) satisfies:

AE*(x) +K’E*(x) = 0 in R>\D )

Manuscript received October 1992. Assodate Technical Editor: Agenor de Toledo Fleury
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divE* (x) = 0 in R*\D (5)
a2 8% &2 3
where A = [—2+L+—2]1 and 1 is the identity matrix acting on R™.

Jax ay2 dz

The partial differential equations (4), (5) are equipped with boundary conditions, that is :

E(x) x¥(x) =0 ,x€dD (6)

where v ( x) is the exterior unit normal to D and x denotes the vector product, and

curlgs(zt) x_i-ikgi'(lc) - O(ﬁi)' ||§|| - (7N
- 2

whcreft = — x=0.

%]

We note that (6) expresses the fact that D is a perfectly conducting obstacle and (7) is the Silver-
Miiller radiation condition at infinity. It can be shown (Colton and Kress, 1983) that E*(x), solution of
the boundary value problem (4), (5), (6), (7), has the following expansion:

ik |||
e
E*(x) = ——E (%&k, & W) +O|— x|| = ®)

where Eg( & ,k,g,gn) is the electric far fi eld pattern generated by the obstacle D when hit by the
incoming wave (1).

Let B = {§ER3] ||x|| <1} be the unit aphere, and 4B be its boundary, let:

Q - {giEBBli- Lidan ) 9
Q, = {\_vijeala|i- L,2..,0;;5= 1,2,...,0,} (10)
Q, - {&€38|i- 1,2,...n5} an

be three given sets.

We restrict our attention to non resonant values of k, that is values such that -k? is not an
eigenvalue for the vector Laplace operator in the interior of D restricted to divergence free vector fields
with the boundary condition (6).

In this paper we present a numerical method to solve the following inverse problem:

Problem 1: From the knowledge of the nalure of the obstacle (i.e. the fact that the obstacle is
perfectly conducting) and of E, (ﬂ k, a;, } for o, €Q, w, EQ,, & €Q, we want to recover
the shape of the obstacle oD, 3 !

We note that Q, is the set of the directions of the inoomjng waves, 2, the set of the corresponding
polarization vectors, that is we consider the plane waves coming in the direction ay, polarized in the
directions wj;, i=1,2,...,ny; j=1,2,...,n; and €25 the set of the directions where the corresponding far
fields are measured.

We call the available far field data incomplete since the far fields Eq are supposed to be known
only in the directions %; € Q. In a previous paper (Maponi, Misici and Zirilli, 1991) we have
considered the case when the meﬁ“ icients of the expansion of Eg in vector spherical harmonics are used
as data so that By is supposed to be known on dB.
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The numerical method discussed here generalizes the one introduced in (Maponi, Misici and
Zirilli, 1991) and is based on the so called “Herglotz function technique” introduced in Colton and
Monk (1987) in the contest of the inverse acoustic scattering problem and further developed by the
authors in Maponi, Misici and Zirilli (1991); Aluffi-Pentini et al. (1989, 1991), and Misici and Zirilli
(1991). Numerically this method appears to be particularly effective in the resonance region that is
when:

KL =1 (12)

where k is the wave number of the incoming wave and L is a characteristic length of the obstacle.

In the next section we recall the equation that are exploited 1o solve numerically the inverse
Problem 1; after that we present the numerical method and finally some numerical- experience. We
remark that some numerical experience with very noisy data is shown.

Some mathematical relations

We recall some mathematical relations derived in (Mapani, Misici and Zirilli, 1991) that are used
to solve numerically the inverse problem considered in the previous section. For x,y ER” let

el
*lz-2D = Sy (13

be the Green’s function of the (scalar) Helmholtz operator with the Sommerfeld radiation condition at
infinity. Let g (%) be a square integrable vector valued complex function defined on the surface of the
unit sphere 9B, such that:

(%,8(2) =0, VX€aB (14)
and let
E,(y) - [g®e Lo (15)
B

where d) (%) is the surface measure on dB. It is easy to se¢ that E(y) iga divergence free vector field
that satisfies the vector Helmholtz equation for any y ER™. Let vy ER" be a given vector, we define
the vector function

M(y) = -“{Wknf-flll +éVr (v, Vs °<kII5-r||J)] (16

x=0
where V, is the gradient operator with respect to x, and & is the complex conjugate of ®. We remind
that 0 €D.

Definition 1: The domain D is said to be a generalized Herglotz domain if the unique solution of
the boundary value problem:

{n+k2)l_31{y) - 0inD (17

divE (y) = 0in D (18)
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vxE (y) = ¥xM(y) on D 19

is given by (15) for a suitable choice By (%) of g(R). The function 8y (%) that corresponds to the
solution of (17), (18), (19) is said to be the generalized Herglotz kernel associated to the domain D.
We note that the Herglotz kernel depends on u and that the class of the generalized Herglotz

domains is not empty since an explicit computation shows that the sphere of center the origin is a
generalized Herglotz domain.

It has been shown (Maponi, Misici and Zirilli, 1991) that:

J (800, By (% e w,) )M (8) = (w,¥), VaEB,w,ER’ (20

B

The inverse Problem 1 proposed will be solved in three steps:

(i) from the knowledge of the far fields E‘O (f{j, k, a, yij) Y, EQ,, flj €Q,, E‘i €Q,, using
(20), determine an approximation of the generalized Herglotz kernel By (%) of the domain D.

(ii) from gy (%) , obtained in (i), and (15) determine E;(y).

(iii) from E;(¥), obtained in (ii) and (19) determine dD.

The numerical method

Let (r,0,4) be the spherical coordinates, we have:

X(9,¢) = (sinBcosé,sinBsing, cos0) (21}
flﬂ(ﬁ, ¢} = (cosBcosd, cosfsing, -sin@) (22)
a,(6,9) = (-sing, cos¢,0) (23)

It is easy to see that for each 6 and ¢ (%, a o 2 +) is an orthonormal basis of R>.
Let

Uy o (%) = v, 5P/ (cos®)cos (m¢), | =0,1,..; m=0,1,..,1 (24)

V]_m(i:) = yLmP;n(ccsﬂ)sin(mﬂ, oo Tl Oom Yool (25)

be the spherical harmonics, that is P|™ are the Legendre functions and y, ;, are the normalization factors
in L? (3B, dA (%)) .

We define the spherical vector harmonics (Morse and Feshbach, 1953, p. 1898):
BY(%) = U, (%), 1=01,..5m=01..l (26)
BPYE) =aV, () Dot moe 200l @7

1
1_3%;1(3‘:) = (1(1+1)) 2 ||%| YY) (%), 1=1,2..5 m=01,..1 (28)
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1

BN (%) = (1041)) 2 [|¥]|VV, o (®), | =125 m =121 (29)
1

B 2(%) = (1(1+1)) 2 curl (xU, (%)), 1= 1,2, m = 0,1,...1 (30)
1

BR2(8) = (1(1+1) Zeurl (xV, 4 (8), 1=1,2.; m=1,2...1 (1)

Itis asrell known that the spherical vector harmonics are an orthonormal basis of
it (8B, C",dA (%)), that is the set of square integrable complex vector functions defined on 9B.

Our computation proceeds in four steps:

Step 1: For each (i,j) compute the "Fourier coefficients" of E (% k, o, ij)

Given L__ >0 we assume that the far field E (R k,o.l,w } can be approximated by a
truncated Fourner series, thal is

E®=- 3 3 E Eff,,‘: wBl 5 (%) (32)

t=128=0,]1l=1m=s
so that we have

I
i oBrL ()= S T TR (33)
hihlmolm 0,| k

Tel,2s=0ll=lmws
where with Epj; we have indicated the measurement of Ea(f;. k, gi'l"'i.J) "

The equations (33) are a linear system of n3 equations in the 2Ly (Lmax+2) unknowns {fl"'j_‘!' wk
We assume that Q5 and L, are chosen in such a way that the linear system (33) is determined.

Due to the ill-conditioning of the linear system (33) several regularizing techniques will be used
when solving (33) in the next section. In the numerical experience choosing np=1 and w; ;
appropriately we can drop the terms with 1=2, s=0 and with t=1, s=1 in the sum on the left hand side of
(33).

The Steps 2,3,4 of the numerical method described here are the same as the ones described in
(Maponi, Misici and Zirilli, 1991) and will not be reported in detail.

Step 2: From the Fourier coefficients of E (2 ka w. ) i=1,2,...,n, j=1,2,...,n, to the
generalized Herglotz kemnel By ().

This Step is based on (20) and corresponds to the solution of a linear system,

Step 3: From the generalized Herglotz kemel By (%) 10 Ey(®.

This Step is based on (15) and is based on an analytic formula. No numerical integration is needed.
Step 4: From E;(y) to the boundary of the obstacle dD.

This Step is based on (19).

-.11

The numerical experience
The surfaces 9D considered are the following ones:

1 Oblate Ellipsoid (Ex)2+ (Ey) Sl (34)

2 Prolate Ellipsoid X1yl s (52) -l (35)
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\ 242 /2 1)"‘ 6
3 Short Cylinder ((Sx) + (3)‘) +z =1 (36)
6
3
4 Long Cylinder (x>+y%) "+ (gz) ) (37
l
: 4
5 Vogel’s Peanut = E(cos’e +—sin20)2 (38)
3 4
6 Horizonmal Platelet r= 1—%00520 (39
§
7 Reverse Platelet r= 1 . ;oosﬂ-} (40)
8 Vertical Peanut r=1 +§cm28 (41)
1
9  Pseudo Ellipsoid r - §(¥+200539)2 (42)

We note that the Short Cylinder and the Long Cylinder are used in Maponi, Misici and Zirilli
(1991), Colton and Monk (1987), Aluffi-Pentini et al. (1991) and Misici and Zirilli (1991) with the
exponent 10 instead of 6. That is the edges of the cylinders considered here are smoother than the ones
of the cylinders considered in the previously quoted references. We note that for the obstacles
considered dD = {(r,0,¢)|r= f(0,4);0=0 <m0 <¢<2x} forasuitable choice of f(0,$).

All these obstacles are cylindrically symmetric with respect to the z-axis and the surfaces 1, 2, 3, 4,
5, 6, 7, 8 are also symmetric with respect to the equator.

These symmetries are always exploited (see Aluffi-Pentini et al., 1991) in the reconstructions
shown in Tables 1 and 2 to reduce the number of the coefficients to be determined in the expansions of
the generalized Herglotz kernels and of the functions f(6,4) that represent the unknown surfaces,

We note that for all the obstacles considered here we can choose the characteristics lenght L=1.
The synthetic data Eg ;5 are obtained solving the boundary value problem (4), (5), (6), (7) usinga T-
matrix approach (Kristensson and Waterman, 1982). To these synthetic data we add a random noise
term, so that the data used in the reconstructions are

(1+€0)Eq jji (43)

where € is a parameter and g is a random number uniformly distributed in [-1,1). Finally the sets €,
£2;, L5 are chosen between the following ones:

A, = lg= £(8,0)|6 - ii= 0,1,...,10} (44)
Py = fw;= (cos0,0,-sin0) "0~ ii= 0,1,..., 10} (45)

B, = {8(°a»¢;)|°; %.i- 1,2, .. 9y jz-;-t,j- 0,1,..,84 U {£(0,0) } U {&(0.x) }
(46)

B, = {5(ai.¢j)|eig i%.i- 12,0 98y j;éJ- 0.1, ....8} U {%(0,0) } U {x(0,7) }
47
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Moreover for j=0,1,...36let 6, = %. £(0,,0) be the exact values of the surfaces 3D considered
and £(,,0) be the values reconstructed performing the numerical procedure described. The relative L2
error at the points {(6;,0)| j=0,1,...,36} is given by:
1

[ 36 i !
3 (£(6,0) -1,(8,0))?
j=0
E.=- = (48)
zf‘{ej,cn
1 i=0 d

We use 1.2 as a performance index for the reconstruction procedure. The results obtained are shown
in Tables 1 and 2 and Figures 1, 2, 3 and 4.

Table 1 The numerical results
Lmax=T, Qy=Ay, Q2=Py, R3=B,

Object Reconstruction k € E:

Oblate Ellipsoid 1 3 0.0 0.0047
Oblate Ellipsoid 2 3 0.05 0.0231
Prolate Ellipsoid 3 3 0.0 0.0323
Prolate Ellipsoid 4 3 0.05 0.0234
Short Cylinder 5 3 0.0 0.0216
Short Cylinder 6 3 0.05 0.0895
Long Cylinder 7 3 0.0 0.0449
Long Cylinder 8 3 0.05 failure
Vogel's Peanut 9 3 0.0 0.0067
Vogel's Peanut 10 3 0.05 0.0315
Horizontal Platelet 1 3 0.0 0.0956
Horizontal Platelet 12 3 0.05 failure
Reverse Platelet 13 4 0.0 0.0128
Reverse Platelet 14 B 0.05 0.0122
Vertical Peanut 15 4 0.0 0.0334
Vertical Peanut 16 4 0.05 failure
Pseudo Apollo 17 4 0.0 0.0814

Pseudo Apollo 18 “ 0.05 0.0795
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Table 2 Performance as function of ¢
Object= Oblate Eilipsold, L ,=7, k=3
Qy=Aq, Q2=Py, 23=8;

Reconstruction £ E

12
1 0.0 0.0713
2 0.01 0.0483
3 0.05 0.0375
4 0.10 0.0308
5 0.20 0.0321
6 0.30 0.0394
7 0.40 0.0493
8 0.60 0.0775
9 0.80 0.1178

Table 1 shows that when £=0.05 a satisfactory reconstruction of a large class of "simple" surfaces
is possible and Table 2 shows that when only "very simple" surfaces are considered satisfactory
reconstructions are passible even from very noisy data.

Original Reconstruction 5 of table 1 Reconstruction 6 of table 1
Fig. 4.1 Short Cylinder

Original Reconstruction 9 of lable 1 Reconstruction 10 of table 1
Fig. 4.2 WVogel's Peanut
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Reconstruction 17 of table 1 Reconstruction 18 of table 1
Fig. 4.3 Pseudo Apolio

Original Reconstruction 2 of table 2 Reconstruction 6 of table 2
= -
1 L
1
Aeconstruction 4 of table 2 Reconstruction 5 of table 2 Reconstruction 6 of table 2
b 1 % i B
Heconstruction 7 of table 2 Reconstruction 8 of table 2 Reconstruction 9 of table 2
Fig 4.4 Oblate Ellipsoid
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Abstract

Theoretical investigations em ploying a Finite Element solution of the dynamic behavior of a cylindrical vessel filled
with liquid have been published previously by the authors. This paper describes the experimental procedure utilised
in the verification of the theoretical predictions of the coupled problem. Fivesteel specimens were prepared from thick
tubes using a numerically controlled lathe. The base of the cylindrical specimens was attached toa large circular disk.
Tests were carried out with the cylinders filled without any liquid in the first instance to determine and identify their
natural frequencies. The cylinders were then filled to different heights with water and tested. The experimental
procedure involved mounting the em pty cylinder vertically on a shaker which was oscillated sinusoidally. The work
describes a novel method of using only two piezoelectric accelerometers and placing them at two pre-determ ined
angular locations, for the clear identification of the circumferential wave numbers of the normal modes.
Keywords: Fluid Structure Interation, Vibration Tests, Liquid Storage Vessels.

Sumaério

Detalhes de uma investigagio teérica que adota o método dos Elementos Finitos na solugio do comportamento
vibracional de um vaso cilindrico contendo liquido foram publicados anteriormente pelos autores, Esse artigo
descreve o procedimento experimental utilizado na com paragio com os resultados tebricos do problema acoplado.
Cinco corpos de prova foram confeccionados por um tomo de controle numérico a partir de tubos de parede grossa.
A base dos corpos de prova cilindricos foram engastadas a um disco circular rigido. Primeiramente os vasos foram
ensaiados na auséncia do liquido com o objetivo de se determinar e identificar as frequéncias naturais da casca, Os
cilindros foram entio preenchidos com liquido em diversos niveis e testados novamente. Nos experimentos ocilindro
foi montado verticalmente sobre a cabega de um “shaker™ sob excitagio harménica simples. Os nimeros de onda
circunferenciais correspondentes foram identificados com o uso de dois acelerdbmetros colados & parede do vaso em
posigdes angulares pré-definidas. As amplitudes e diferengas de fase dos sinais permitiram a clara identificagio dos
modos circunferenciais,

Palavras chave: Testes de Vibragio, Vasos Cilindricos para Armazenagem de Agua

Introduction

In a previous investigation (Menezes and Mistry, 1991 a, b, ), the transient motion of a cylindrical
vessel containing incompressible and viscous fluid was simulated using axisymmetric two-noded shell
finite elements and eight-noded isoparametric fluid finite elements. Galerkin's weighted residual
procedure had been employed for the Navier-Stokes equations expressed in polar co-ordinates in order
to derive the finite element equations of the fluid medium. For the wall of the cylinder, classical linear
shell theory of Novazhilov had been employed. The transient coupled equations had been solved with
the aid of the Newmark average acceleration procedure and in the case of the fluid equations, Euler's
backward difference scheme was utilised. An acceptable assumption made regarding the fluid motion
contained in a cylinder is that the lower zone of the fluid is relatively static and it may be regarded as
a stationary mass and the upper zone represents a mass which moves in the sloshing mode. A similar
concept is adopted in the numerical analysis 10 take advantage of this property. It involves a refined
mesh for the layer of fluid just below the free surface. The main aim of this investigation was to estimate
the vibration frequencies of the shell wall in the low range of the frequencies and in this range, one

Manuscript received March 1993. Associate Technical Editor: Agenor de Toledo Fleury



32 J.C. Menezes e J. Mistry

expects the “beam-type” modes to predominate. In order to induce these modes, initial disturbing force
as a linear function of the distance from the base was imposed on the vessel.

The present work concerns the experimental verification of those theoretical predictions. Five steel
specimens were prepared from thick tubes using a numerically controlled lathe. The inner surface was
machined to fit a mandrel and then the outer surface was turned down to the required size. The base
of the cylindrical specimens was attached to a large circular disk. The experimental procedure involved
the mounting the empty cylinder vertically on a shaker which was oscillated sinusoidally. The
resonance frequency corresponding to large amplitude vibrations was measured using a digital
frequency meter. The number of circumferential waves of the mode of vibration at a natural frequency
was identified using two accelerometers al pre-determined angular locations which clearly highlighted
the mode shapes by the characteristic phase difference existing at the two measuring points. The
cylinders were then filled to different heights with water and transient tests were performed using a
spectrum anal yser.

Experimental Procedure - Mode Identification Procedure

The empty shell analysis has the purpose of identifying the circumference and longitudinal waves
of the modes. In order to identify the modes, the specimen has to be externally excited at the mode's
own natural frequency.

A common method of excitation is to fix the base of the vessel on a shaking table, harmonically
excited in the horizontal direction (Yamaki; Tani and Yamaji (1984) and Chiba et al. (1986)).
Alternatively, the base can be kept static and an eletromagnetic shaker can be attached to one or two
points of the wall (Yamaki, Tani and Yamaji (1984); Ross and Johns (1983); Ross, Johns and Johns
(1987), and Ross and Johns (1986)).

The excitation in the present case is performed by a shaker in a vertical position connected to the
base of the vessel. Fig. 1 shows a schematic diagram of the mode identification experimental procedure,
Two accelerometers are radially positioned at two points along the circumferential direction at the top
of the cylinder. These positions are well defined before the measurements start. The two signals from
the accelerometers are amplified and sent to a phase meter and an oscilloscope. One of this amplified
signals is also sent to a frequency meter, Through the shaker controller, the frequency is varied until
one of the resonances is found which can be identified by the maximum amplitude observed on the
oscilloscope. The amplitude of the excitation displacement may also be suitably adjusted on the
coniroller. Amplitudes, phase and frequency are then read.

Actelgromulers

[ 6i ]

Frequency Meter

Chargs Charga
Ampd (fiar Ampifier
1 J J
b

Oncil 1osz opa Phoss Mater

Fig. 1 Schematic diagram of experimental procedure.
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Fig.2 Overall view of the mode Fig.3 Wiust of a phase and amplitude
identification test set up. measurement with two accelerometers

A general view of the empty shell experimental instrumentation and a test cylinder is shown in
Fig. 2. The concept of the measurements is that a certain circumferential mode will correspond to a
certain angular position of the accelerometers where a certain phase is expected and in this condition,
the amplitudes at both points have to be the same, This condition is illustrated in Fig. 3, which represents
the expected response of the circumferential mode n=2, alang the circumferential direction. In this
case, for any two points separated by 90 along the circumferential direction, the expected readings of
the two accelerometers signals is a 180 phase of equal amplitudes. Calling 0, the angle which defines
the accelerometers positions, for n=1 to n=5, the corresponding 8, for a expected 180 phase are:

n=1 6,=180
n=2 6,=90
n=3 8,=60
n=4 0,=45
n=5 0,=36

These conditions are illustrated in Fig. 4. Alternatively, one may want to measure a 0 phase to
identify the mode, and in this case the corresponding 8, should be taken as the double of the value given
above. Therefore this option eliminates the possibility of identifying the n=1 mode.

Two couples of accelerometers were used in the tests: Endeveo, Model 226C, sensitivities 2.8 and
2.84 pC/g and Bruel & Kjaer, Model 4333, sensitivities 17.0 and 18.2 pC/g.

S

E] ]

Fig. 4 liustration of several circumterential modes and the
comresponding accelerometer positions.
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Its convenient to discuss what may happen when the accelerometers are ill-positioned for a certain
mode. When searching for the circunferential mode n=2, as exemplified in Fig. 3, one expects for
6,=90 a 180 phase and equal amplitudes. It is well known fact that one of the major problems
associated with accelerometers is the interference of the mass of the accelerometer with the
measurement (Ewins, 1985). In the tests done, it has been observed that the added mass of the
accelerometer to the system has the effect of lowering the natural frequency at the mode being
investigated. The decrease of the natural frequency, in this case, does not alter the interpretation of the
results, since the actual frequency can be measured experimentally at lower positions of the vessel
where the shell has a higher equivalent rigidness and is less sensitive to the presence of the
accelerometer. On the other hand, sometimes, the presence of the accelerometer has a “beneficial”
effect of stimulating the occurrence of the lobes at the point where they are positioned. In other words,
if the system is sensitive enough to the mass of the accelerometer, the nodes will not occur at the
accelerometer position. With this fact in mind, one may want to predict what happens when the
accelerometers are ill-positioned for the mode being investigated.

! /\*w [ prse >100°
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E I ; :
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Fig.5 An expected bahaviour of the Fig.6 Displacement versus time for
mode when the accelerometers lli-positioned accelerometers

are lli-positioned.

Suppose that at a frequency which stimulates the circumferential mode n=2, two accelerometers,
having the same mass, are positioned 60 apart. Suppose also that the system is sensitive to the mass
of the accelerometer. In this condition there will be no preferential accelerometer position where the
labes should be formed. Either point 1 or point 2 on the wall, as illustrated in Fig, 5, have the same
chance of being the point where the normal displacement will be maximum. Now, suppose that at a
certain time illustrated by Fig. 5(a), point 1 at the wall has reached the maximum displacement. At this
time, the maximum displacement at point 2 is yet to be reached. Fig. 5(b) illustrates the condiction when
a certain time has passed and point has reached the maximum displacement and point 1 has now a
smaller displacement than at the time illustrated by Fig. 5(a). If the two displacement measure by the
two accelerometers are recorded along the time, starting from condition (a), and taking position 1 as
a reference, the result will be that illustrated by Fig. 6. This figure illustrates a phase greater than 180
expected if the accelerometers were positioned with 8p=90. The same idea could be applied to a
condition where the positions of the accelerometers were set by 6,590 for n=2. The expected phase,
then, would be less than 180 .

Another possibility is that the system is not affected by the mass of the sensors which would be the

case if the sensor is light enough or it is a non-contacting one. For ill-positioned sensors, taking as an
example the case n=2 and ,=60, one can expect one of the three cases described below:

1) The phase will be 180 but the amplitudes will be different in magnitude. In this case the sensors
would be unsymmetrically positioned with respect to the node.
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2) The phasc will be 0 and the amplitudes will be either equal or different. It would happen if the two
sensors are positioned in between nodes.

3) The phase will be 180 and the amplitudes will be the same in magnitude. Exceptionally, the sensors
might be positioned symmetrically with respect to a node. In such case, since this result is expected
for the mode n=3 and a well-positioned accelerometers (because 8,=60 ), the results should be
rechecked with a new position of the second sensor. For example, if the second sensor were
repositioned at 28, from the first, the expected reading is equal amplitudes and phase equal 1o 0
for n=3, which will not be the case if all other conditions were maintained.

The discussion above is based on attempts of the authors to use light accelerometers on thicker
specimens. In such condition there is a possibility of obtaining equal results to different modes, which
obviously is not compatible with the goals of the method.

Test of the Vessel Filled with Water

After each of the chosen modes and correlated frequencies were identidied, a test with the vessel
filled with water was performed. The goal of this test was to register the alteration of modes with the
increasing height of the water level. The height of the water in the vessel was increased in steps of 25
mm and frequencies were obtained from a transient excitation. A hammer was used to laterally impact
the wall of the vessel and frequencies were measured by a spectrum analyser through an amplified
signal of an accelerometer placed on the wall of the vessel. These tests were performed with the base
of the cylinder placed on a rigid iron table. Changes of the frequency for each of these small increases
in height are not appreciable, and therefore the correlated mode remains identified during the test until
the vessel is fully filled with water.

A preliminary test was done in order to find out the best position of the accelerometer on the wall
of the vessel. For the empty vessel with a nominal thickness h=1.2 mm, using a accelerometer with a
charge sensitivity=17 pc/g, an amplification of 50 g/V, and a input range of 0.1 V on the spectrum
analyser, four transient tests were carried out with the accelerometers positioned at heights 300, 200,
100 and 50 mm. For two frequency ranges of the spectrum analyser, 0-512 and 0-1024 Hz, the frequency
of the wave numbers n=1 10 n=5 were registered, Results reveal higher frequencies values for the SOmm
height compared with the greater heights. Since the results show a smaller interference of the mass of
the accelerometer and also because of the sufficient sensitivity of the accelerometer at this point, the
height of 50 mm was adopted in all tests except for the thickest specimen. When testing the specimen
with 1.4 mm nominal thickness, the accelerometer was positioned at the height of 150 mm and the input
range of the spectrum analyser was set to (.2 V. Lower heights in this case do not reveal good sensitivity
of the signal obtained.

Specimens

The specimens were designed within limitations imposed by the shaker used. The frequency range
of this shaker is 1.5 Hz to 3 KHz with a maximum force of 980 N. With such a force a specimen of about
30 to 40 kg can be suitably excited with an acceleration of about 2 or 3 g.

Although actual vessels are generally made of steel or metalic material, polyester (Chiba et al.
(1986), Yamaki, Tani and Yamaji (1984), and Sudo et al. (1986)) or solid urethane plastic (Ross and
Johns (1983), Ross, Johns and Johns (1987), Ross and Johns (1984), and Ross and MacKney (1983))
are used in the experiments. The reasons given for the use of polyester [4] are the following. First, thin-
walled test cylinders with reasonably small initial imperfections can be obtained by using polyester
film. Second, as the polyester film is semi-transparent, the behaviour of the contained liquid can be
easily observed. The use of the salid urethane is justified by the ease of construction compared with
machining for more complex shapes (Ross and MacKney, 1983).

A shematic drawing of the specimen is presented in Fig. 7. All parts of this system were made of
steel. The cylindrical wall of the vessel is assembled and clamped to the base by means of 16 M5 x 15
long screws. The advantage of having the wall of the vessel clamped through screws to a thick base is
that the same base can be reused with other walls. A base nut at the bottom of the base was designed
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1o be joined to a base stud, which is connected to the head of the shaker. Taking the steel density as 7800
kg/m and the water density as 1000 kg/m, and supposing that the maximum thickness of the vessel wall
is 2.6 mm, and the vessel is fully filled with water, the total mass of the system can be calculated as
approximately 31 kg.

=

I
Fig.7 Schematic drawing of the cylindrical vessel. Fig.8 General view of specimens.

E<___,__A .

The base of the cylindrical vessel was designed using a stiffness criterion. It was made rigid enough
such that the lowest natural frequency is higher than approximately 3 KHz (for a completely free
circular plate, Leissa (1969) presents an equation relating the eigenvalue and some parameters of the
plate).

The internal diameter of the wall of the vessel was fixed at 198 mm, because it was machined from
a standard mild steel pipe with an external diameter of 219.1 mm and an internal diameter of 194.1 mm)
The wall thickness, though, can be changed by varying the outside diameter. A design limit of 2.6 mm
was specified for the thickness and 400 mm for the wall height. A theoretical study was carried out to
determine the frequencies of the empty cylindrical vessel with the limit dimensions given above. For
n=1 1o n=6 combined with the longitudinal beam mode, the highest frequency calculated was [=2215
Hz for n=6. The same investigation was carried out for the thickness 1.8, 1.3, 1.0 and 0.8 mm which
revealed a consistent reduction of the frequencies values as the thickness was decreased.

The bolts that clamp the wall to the base were calculated as springs considering the bolt-wall as a
one degree of freedom spring-mass vibration problem. The mass of the wall of the vessel for the limit
dimension is 5.9 kg. The stiffness constant of a single bolt was calculated by K=EA/L where A is the
cross section area and 1. the strained length. For a fine screw thread size 10 (Faires, 1956), the outside
diameter is 4.83 mm and the minor diameter is 3.85 mm. Adopting the minor diameter for the
calculation of the area and L.=Bmm, the frequency of the system for 16 bolts is f=4546Hz. For practical
reasons M5 bolts were used. One should note that considering the occurrence of a tightening load in
the bolt, one should also consider the spring constant of the connected parts which only increases the
equivalent stiffness of the connection. A higher equivalent stiffness would consequently increase the
frequency of the modeled system which is a safer behaviour for the purposes of the tests.

Five specimens were made and tested. To avoid appreciable variation of the thickness and external
diameter, a mandrel had 1o be designed and used when the walls were machined externally. For this
reason and also to avoid the construction of bases of different sizes, the inside diameter was kept
constant and equal 10 198 mm. Each of the specimens has a different nominal thickness and they were
chosen as 0.6, 0.8, 1.0, 1.2 and 1.4 mm. Because these are the basic alteration from one specimen to
the other, they are here referred to as specimens 0.6, 0.8, 1.0, 1.2 and 1.4. A general view of the
specimens and the base is shown in Fig, 8.

A dimension survey was carried out on all five specimens. The thickness was measured at every
25 mm along the height and at eight equally spaced positions along the circumferential direction. A
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device made up of a dial indicator and a reference sphere supported by a rigid rod was used for these
measurements. Using an inside micrometer, the internal diameter was measured at three equally spaced
diametrical positions and at five heights for specimens 0.6 and 0.8 and at six heights for specimens 1.0,
1.2and 1.4. A vernier height gage was used to measure the height of the wall at three different positions.
The accuracy of all three measuring instruments used is 1/100 mm. In all cases, the total arithmethical
averages were calculated and they are presented in Table 1.

Table 1. Average dimensions of specimens,

SPECIMENS THICKNESS INTERNAL HEIGHT
(mm) DIAMETER (mm)

0.6 0.65 197.98 280.16

0.8 0.82 197.88 325,46

1.0 0.99 197.88 398.42

12 1.16 197.96 397.95

14 1.37 197.88 398.44

Further Considerations about the Tests

Three sets of results are presented for some of the specimens tested and they may be characterised
by the circumferential mode identification, longitudinal mode identification and the study of the effect
of the liquid level on the frequency of the mode. In all the tests done, the investigation was limited to
circumnferential modes 1 to 5 combined with the longitudinal beam mode. In some cases the predicted
frequency of mode 1 is well above the range where the other modes (2,3,4 and 5) occur and therefore
is not considered.

Before the identification is carried out, an empty shell frequency survey is performed in the
conditions specified before. This previous test facilitates the search of the frequencies.when the shaker
is used. As described earlier, the mode identification requires the knowledge of amplitudes, frequency
and phase provided by two accelerometers signals. The amplitude read on the oscilloscope can be
altered through the amplifications on the charge amplifier and oscilloscope or adjusting the force
amplitude on the shaker. For the purposes of this test, the relation between response displacement and
excitation force is not useful and therefore the force amplitude of excitation is not measured. The
vertical force imposed on the vessel is the sufficient force to obtain a clear signal on the oscilloscope.
A calibration of the two signals is necessary before the tests starts. For the same amplification on both
charge amplifiers, the accelerometers are positioned on the base of the vessel vibrating at a certain
frequency and to obtain equal signals amplitudes on the oscilloscope screen, the sensitivity button of
one of the charge amplifiers is adjusted.

In the identification test, at the top of the wall, one of the accelerometers (refered to as
accelerometer 1) is positioned at a reference point 0 , and accelerometer 2 at a position 8, anti clockwise
viewed from the top. A signal from one accelerometer can be used as a reference, or as a input signal
on the phase meter. This same signal can be connected to channel 1 or 2 of the oscilloscope.

Mode Identification Results

For specimen 0.6 and for several accelerometers position angles at different resonance frequencies,
Table 2 present the amplitude ratios and the phases measured, followed by the identification of the
mode. The amplitude ratio given by the amplitude Am1 on channel 1 of the oscilloscope, divided by
the amplitude Am2 on channel 2 , is represented in the table by Am1/Am?2.

Usually for each accelerometer position angle established, three frequencies are searched. It means
that when a “suspect” frequency reveals good expected phase and amplitude ratio, two other
frequencies in the vincinity are investigated to confirm the result. The third column of the tables contain
the resonance frequencies measured by the frequency meter. The values of these frequencies are often
lower than those measured by the transient tests and these differences are due to the smaller interference
of the accelerometer mass at lower positions in the measurement carried out with the spectrum anal yser.



38 J.C. Menezes e J. Mistry

The values of the phase measured are followed by the identifiers LE and LA which mean “lead”
and “lag” of the inpui signal with respect to the reference signal. In the last column of the table the
identification of the mode at the corresponding frequency is given by the wave number.

Some comments are necessary 1o facilitate the interpretation of the results given by Table 2. The
expected amplitude ratio should be as closest to unity in all cases, and the phase as closest to 0 or 180
depending on the accelerometers position angle. Very often at a certain 8, the results are obscured for
various reasons. An illustration of this is given by 8,=45 in Table 2. Due to the proximity of the
accelerometers, in this case the circumferential mode 3 at frequency=353 Hz is distorted and reveals
amplitude ratio and phase expected for n=4. The position angle is then changed t0 8,=90 where a closer
agreement is found for the frequency=300 Hz. On the other hand, for the same reason, when using
6,=120 to identify n=3 the frequency=305 Hz gives Am1/Am2=1.1 and phase 5.0 . The measurements
are then repeated and reveal a better and consistent result for the frequency=344 Hz (353 Hz in the first
measurerment). In the table, (p) stands for “poor” result and (2) stands for “repeated measurements”
either with the same position angle or with other angle that allows the identification of the desired mode.

Table 2. Identification of frequencies through normal displacement amplitudes and phase of
specimen 0.6. (p) - poor result, (2) - repeated measurements, (*) - higher order longitudinal mode.

6, FREQUENCY Aml/Am2 PHASE IDENTIF.
MEASURED
(degrees) (Hz) (degrees)
=) 389 0.38 130.4LE
20 524 1.0 175.0LE n=2
90 583 1.0 170.4LE n=2
90 725 0.70 17.8LA .
180 389 1.1 183.6LE .
180 524 1.0 291A n=2*
180 583 0.98 1.8LE n=2
120 305 11 50LE <
120 353 1.0 20LE
120 387 0.74 169.5LE .
120 (2) 304 1.3 0.0 N
120 (2) 344 1.0 24LE n=3
120 (2) 392 0.87 170.7LE .
45 (p) 306 0.97 180.0LE n=4
45 (p) 535 1.0 184.0LE §
20 300 092 37LE n=4
20 351 12 201.7LE .
90 350 11 119.5LE =
72 356 12 30LE £
72 387 0.99 1.3LE n=3
72 537 0.95 179.0LE n=5

Another interesting result is given by the measurements for 0,=90 in Table 2. For two frequencies,
524 Hz and 583 Hz, the results are very similar and close to the expected. When the measurements are
repeated for 0,=180 , a consistency is observed for both frequencies. A further investigation shows that
a higher longitudinal mode occurs in combination with the second circumferential mode at 524 Hz.

Water Height Versus Frequencies and Longitudinal Displacements
Measurements

In order to confirm the occurrence of the beam mode in combination with the several circumferential
modes identified, the results of the longitudinal displacements measurements for specimen 0.8 are
shown in Fig. 9. These resulls are presented in terms of normalised values W and Y defined by W=Wb/
Wi and Z=7b/L, where W=normal displacement ratio Z=distance from the base ratio, L=longitudinal
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length of specimen, Zb=longitudinal distance from the base ratio, L=longitudinal length of specimen,
Zb=longitudinal distance from the base, Wi=normal displacement measured at the top of the specimen,
Whb=normal displacement measured at the position Zb.

Measurements were performed at every 25 mm starting from the top. Using a accelerometer the
excitation force at the investigated frequency was adjusted to give a wave signal which fills completely
the oscilloscope screen for the displacement Wt. The results shown in Fig. 9 confirm the expected
longitudinal vibration mode.
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Fig. 9 Displacement versus distance from the Fig. 10 Natural frequencies of several circumferen-
base for specimen 0.8 and circumferential tail modes versus water height for specimen 1.0.

modes 2, 3, 4and 5.

Natural frequencies were plotted against H which is defined by H=7/1. where H=water height ratio,
Z=height of water level in specimen. Fig. 10 shows. these results for specimens 1.0. A general observed
behavior for all investigated circumferential modes, is that there is a certain height of water level up
to which the frequency remains indifferent. Further increases of water height from this point produces
a decrease in frequency. For the studied geometries, the circumferential wave number § occur at higher
frequencies than wave numbers 2, 3 and 4. There seems to be no preferential circumferential wave
number related with the lowest frequency although n=2, 3 and 4 dispute this position. For specimen
0.6, the lowest frequency occurs for n=3 and for specimens 1.0 and 1.2 the lowest frequencies are related
with n=2.

An interesting evolution is observed for specimens 1.0, 1.2 and 1.4. These specimens have
practically the same longitudinal lenght and are differentiated only by the thickness. As the thickness
increases from specimen 1.0 to 1.4, wave numbers 2 and 3 tend to swap positions. For specimen 1.0,
n=2 has the lowest frequency. For specimen 1.2 the frequency of n=2 tend to increase and get closer
to n=3 and finally for specimen 1.4, the measured experimental frequencies are practically coincident
for n=2 and n=3.

Discussion and Conclusions

The vibrational tests in this work had the objective of verifying the theorical model presented
previously (Menezes and Mistry, 1991 a, b, ¢). Theoretical natural frequencies were compared to the
experimental values in 11 different conditions with an average ratio (theoretical frequency/experimental
frequency) f/f=0.951 and a maximum deviation of 20% (Menezes and Mistry, 1991 b, c). These
comparisons represent the main confirmation of the effectiveness of the theoretical model employed.

Altinisik, Karadeniz and Servern (1981), reported two series of experimental tests: one on thin
cylinders containing water, and the other on an idealised arch dam and reservoir. Comparison between
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experimental and calculated frequencies resulted in 25-35% superiority of the theoretical frequencies
for the ferrocement cylindrical dam. Two of the reasons given to explain the differences were as
follows: 1) It is difficult to produce built-in boundary conditions in the model, 2) The determination
of the true effective thickness of the model is not easy for such a thin section and small errors have major
Consequences.

The theoretical model employed to compare with the experimental tests disregards geometrical
imperfections of the thickness variation and departure from circularity. Both of these are known to lead
to significant errors in buckling predictions of thin axisymmetrical shell structures (Kollar and
Dulacska, 1984). The buckling and natural frequencies of these structures are in fact representation of
their elastic stability. It is not surprising that results should show a certain degree of sensitivity.

The dimensions survey of the specimens reveals certain differences between the specified
dimensions and the ones actually obtained after manufacture. Internal diameters were obtained within
variable measured tolerances from a maximum of 1.55 mm for specimen 1.0 to a minimum of 0.45 mm
for specimen 1.2. However, the maximum difference between the average measured diameter and the
nominal diameter was 0.12 mm. This represents an error of only 0.061%, taking the nominal internal
diameter as a reference, Greater deviations occurred for specimen 0.6 which resulted whith a average
measured thickiness of 0-65 mm. The tolerance measured for this same specimen was the smallest and
equal to 0.07 mm. The greatest difference between the maximum and minimum measured thicknesses
was 0.27 mm for specimen 1.2. It is apparent that the longer specimens are liable to greater differences
between the maximum and minimum thicknesses measured due to the greater possibility of deflections
and machine tool wear during the construction process.

The vertical excitation of the specimens constitutes a procedure which has the main advantage of
avoiding the construction or possession of an horizontal shaking table. This alternative is no doubt, a
very economical one. On the other hand, it also has proved efficient in the sense that all circumferential
modes can be clearly excited.

A procedure of identification of vibrational shape modes using accelerometers was introduced in
the experiments. One can conclude that the major advantage of this technique is the simplicity of the
equipment used and the exemption of auxiliary support devices. In the test of specimens made of steel,
or any other rigid material, the main difficulty is the excitation of the displacements large enough to
display a measurable vibrational mode profile. The use of plastic materials and large excitation forces
is probably the easiest way of overcoming this problem. Experimental investigation of more rigid
structures would undoubtedly require an extremely accurate construction and supports for the sensors
precise enough to make the variation of the displacement perceptible. As discussed before, mass of the
accelerometer works as a stimulus of the anti-nodes, but perhaps due to intrinsic construction
imperfections, circumferential mode configurations may in general cases remain constant along the
circumferential direction, and therefore non-contacting sensor might be applicable. This is said
because for a perfect circumferential geometry, the circumferential nodes or anti-nodes are likely to
occur at any point and at any time. The logic of the use of non-contacting sensors would be that for twa
predictable positions, the measured amplitudes should be the same.
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Abstract

The frequency response of a rotating machine can be significanlly affected by the dynamic behaviour of the
supporting structure. This paper presents an experimental verification of two ideatification methods based on the
com parison between the experimental frequency response measured at the journal bearings and the theoretical
values obtained through a mathematical model of the system. In this case, an inaccurate evaluation of the
bearings stiffness and damping coefficients can significantly affect the theoretical frequency response of the
rotor. So, the oil film forces at the bearings were measured and compared with those obtained using the
equivalent stiffness and damping coefficients analytically evaluated and the experimental displacement data at
the bearings.

Keywords: Identification, Foundation, Bearings, Oil film, Frequency response

introduction

The frequency response of a rotating machine can be significantly affected by the dynamic
behaviour of the supporting structure. In order to study the interactions between rotating machinery
and supporting structures several mathematical techniques based on the evaluation of the foundation
mechanical impedance matrix can be used (Diana et al., 1985) and (Diana et al., 1988). Each term of
the mechanical impedance matrix can be described as a function of the foundation modal parameters as
well as of the machine rotational speed. However, only in a few cases the experimental frequency
response of the foundation structure alone, due 1o a known exciting force, can be measured. Therefore,
usual modal analysis techniques are often unusable for these investigations. As rotor and support
vibration data can be easily collected by computerized monitoring systems during run-ups and run-
downs, a methodology for evaluating the foundation modal parameters by minimizing some objective
functions based on the rotating machine frequency response has been developed. This approach for
identifying the foundation parameters as well as some mathematical models were illustrated by the
authors in a previous paper (Diana et al., 1988).

These techniques require the comparison between the experimental frequency responses measured
at journal bearings and the theoretical ones obtained with a mathematical model in which the dynamic
behaviour of the rotor, the bearings and the foundation structure is investigated (Diana, 1986).

In order to prove the capability of the foundation modal parameters identification techniques a case
study was investigated. The dynamic behaviour of a motor driven rotor supported on two lubricated
bearings, whose housing were assembled to a flexible foundation structure, was analysed (Lalanne et
al., 1990).

As an inaccurate evaluation of the bearings stiffness and viscous damping terms can significantly
affect the theoretical frequency response of the rotor, the oil-film forces at the journal bearings were
measured in the horizontal and vertical directions. Experimental oil-film forces data were compared
with those obtained using the bearing dynamic parameters and experimental vibration data of the rotor
(Weber et al., 1992).

Manuscript received March 1893. Associate Technical Editor: Agenor de Toledo Fleury
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The frequency response of the foundation structure alone was measured and a usual modal analysis
of the system was carried out. Then, the foundation modal parameters identification techniques herein
described were applied using rotor and supports vibration data measured during run-ups. A comparison
between analytical and experimental frequency response of the rotor is shown.

Frequency Response of the Rotor

Let us consider the structure composed of the shaft and the bearings. The motion equations can be
expressed in the form:

[M]X+[R]X+[K]X = F (1)

where X is a vector that contains the rotor displacement X, and the support displacement X.. The
vector F contains the forces F, acting to the rotor and oil-film forces F, acting at the connecting points
between rotor and foundation. Equation (1) then becomes:

M, )X +[R X +[R ]X +[K X +[KJIX =F

r

(R )X, + [R. X + [K X + [KJIX = F, @

The oil-film forces can be written in terms of relative vibrations X, between rotor and support as:
F_= [RIX +[KJX_ 3

where the matrices [K;] and [R,] contain the stiffness and viscous damping terms of the bearings
calculated by a linear approach (Pinkus and Sternlicht, 1961; Orcutt and Arwas, 1966).

The foundation structure frequency response can be described in terms of modal coordinates g
which are related to the support displacement X, by the following expression:

X = [Alg 4

The columns of the matrix [A] are compaosed of the components of the foundation normal modes
@;. The motions equations of the supporting structure can be written in the form:

(m]§+ 114+ [Klg = ~[A]F, 5)

The matrices [m], [r] and [k] contain the foundation modal parameter p, that are the generalized
mass m;, the damping factor r; and the generalized stiffness k;. Let us consider the independent
variables Z:

z" - {xT,q"} (6)
Equation (1) can be written:

[M'1Z+[R"]Z+[K ]Z=F ¢
where:

M] - [[’"rr] "’]‘]
(0] [m
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(R,] (RJ [A]
[A)T[R,] (7} +[A]T[R I [A]

[R"] =

(Kl (K] [A]

[K'] - T T
(A1TIK ] [ + [A]T[K ] [A]

FT (o ®)

In the case of harmonic forces . acting to the rotor we obtain:

F -F, ot g's gﬂeim % z(weim ©
Therefore eq. (7) becomes:

(HJX +[H.g =F_

[H X _+ ([H]+[G(2p)])g, =0 (10)

where:

[H,] = -Q°[M_] +iQ[R_] + [K_]

(H,] = iQ[R_][A] + [K,] [A]

[H,] = iQ[A]"[R] + [A]"[K_]

[H,] = i[A]"[R.] [A] + [A])"[K,.] [A] ()

The matrix [G(£2p)] depends on both the machine rotational speed €2 and on the foundation modal
parameters p (Diana et al., 1988), The mechanical impedance matrix [B] of the foundation structure
can be expressed as:

(B(R.p)]X = -F_ 12

If the number of normal modes @ is equal to the number of degrees of freedom X, [A] is a square
matrix and the matrix [B] can be written in the form:

[B(,p)] = [A]T[G(R,p)][A]™ (13)

The foundation modal parameters can be calculated using parameter identification techniques, if
rotor and supports frequency responses have been measured, or using modal analysis algorithms, if the
experimental transfer functions of the supporting structure alone are available. Substituting the
matrices [m], [r] and [k] in the matrices [M], [R} and [K], eq. (7) can be solved. Therefore, the
theoretical frequency response of both the rotor and the supports can be calculated, in the time domain,
for any system of external forces acting to the rotor. Moreover, using the foundation modal parameters,
the matrix [G] can be calculated for any rotational speed of interest. Therefore, solving eq. (10) in the
frequency domain, the response of the rotor due to harmonic forces can be calculated.
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Modal Parameter Identification Techniques

The unknown terms of eq. (10} are the supporting structure modal parameters p contained in the
matrices [m], [r] and [k]. They can be calculated using numerical methods that minimize some
objective functions on both experimental and theoretical rotor and supports vibration data,

Method |

Let us indicate with F",, the forces transmitted from the rotor-bearings system to the foundation at
the connecting points. Considering eqgs. (10) and (4), the forces ', can be written in the following
form:

F:o(ga’frn’gco) -f::n(n’-p'geu) 19

Let us indicate with F', the forces transmitted from the foundation to the rotor-bearings system,
These forces can be written as:

F2 = (~[H (@) [H_ (@)1 [H (D] [A] )X _+

+ (H (@)1 [H (D]F, + (H (DT[AITHX, (15)
Moreover, the forces F’., and F',, must satisfy the following relationship:

F. - -([G@pI[Al )X (16)

The forces F*, can be calculated using the expenmemal vibrations X, of the supports due to the

extemal forces F°r, acting on the rotor. Therefore, it is possible to calculate F°. (€2 F°o, X°co) and

M(Q, p, X°o), as function of the unknown quantities p, using an iterative method. The objective
function that must be minimized is:

u o l o \1\2
-~ % E (Foop (U F X ') —~F (2,9, X)) an
Q k
where . and F' . are the forces calculated at the k-th support of the shaft at the machine
rotational speed € It is important to underline that as the matrix [A] must be inverted, the number of
normal modes of the supporting structure must be equal to the number of degrees of freedom
associated to the connecting nodes of the model.

Method Il

The oil-film forces, that is, the forces F,; at the connecting nodes, can be calculated substituting the
experimental vibration data X, into eq. (3). In the case of an harmonic excitation we have:

F = {iQ{Ro]+[Kn])l(:m (18)

The motion of the foundation structure can be expressed in terms of the modal coordinates g in the
following form:

(-2°[m] +iQ(r] + [K])gq, = ~[A]"(IQ[R] + [K])X° (19)

A first estimate of p is assigned. Using eq. (19), the modal co-ordinates g, are calculated; then,
substituting g,, into eq. (4) the support displacement X, are evaluated. The objective function is the
difference between the experimental displacement X°(€2) and the theoretical ones X°. (2. X o),
both evaluated at the k-th connecting point:
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2
fiy = 2 z (X:ok () - x:ok (Qp Z(:’w)) (20)
Q k
This method has no restriction about the number of foundation normal modes (o take into account
and does not require the knowledge of the external forces E, applied to the rotor.

Experimental Set-up

The experimental set-up is composed of a motor driven rotor, supported by two lubricated journal
bearings which are linked to a rigid base plate. On the rigid base plate there are vertical and horizontal
uncoupled force transducers fixed at the connecting points between the base plate and the bearing
housing in order to measure the oil film forces. The whole system can be connected to four springs or
rigid spacers (Fig. 1).

The relative displacement between the rotor and the bearings were measured by a couple of
proximity probes located at each bearing in vertical and horizontal directions. Furthermore, a couple of
proximity probes were placed at the middle span of the rotor. The absolute vibrations at each support
were measured by a couple of accelerometers placed in vertical and horizontal directions. the rotational

speed was evaluated by a proximity probe. The sketch of the rotor and the probe positions is shown in
Fig. 2.

Fig.2 Finite slement model of the rotor and probes location
(P: proximity probes, A: accelerometers, F: force transducers).
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Experimental Results

At first, the rotor foundation plate was supported from rigid spacers. A start-up was carried out and
the rotor was brought up to 3600 r/min. The Bode plot of the absolute vibrations of the rotor;
synchronous with the rotational speed (1X), measured at bearing 2 in the horizontal and vertical
directions, are shown in Figs. 3 and 4. This configuration of the foundation structure proved to be rigid
over the whole speed range from 150 r/min to 3600 r/min. After replacing the spacers by springs, the
rotor was started again. The 1X absolute vibrations of the rotor measured at bearing 2 in the horizontal
and vertical directions are shown in Figs. 3 and 4 respectively. The comparison between the frequency
response curves shown in Figs. 3 and 4 exhibits the dynamic effects due to the flexible foundation
structure on the rotor vibrational behaviour.
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Fig.3 Experimental absolute vibrations (1X) of the rotor at bearing 2 In the horizontal direction.
Rigid foundation (dotied line), flexible foundation (solid line)
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Fig. 4 Experimental absolute vibrations (1X) of the rotor at bearing 2 in the vertical direction.
Rigid foundation (dotted line), flexible foundation (solid line).
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In order to evaluate the stiffness and the viscous damping coefficients of the oil-film, fluid-film
forces in the horizontal and vertical directions were evaluated substituting the experimental 1X
vibration data, collected during a rotor start-up, into eq. (3). In Fig. 5, the Bode plot of the 1X harmonic
component of the fluid-film vertical force calculated at bearing 2 is shown. In the same figure, the
amplitude and phase cuorves of the 1X force vector measured at bearing 2 in the vertical direction is
reported. In Fig. 6, the theoretical and experimental rotor displacement locus inside bearing 2 is shown.
The comparison between theoretical results and experimental data prove the effectiveness of the
bearing mathematical model for evaluating the fluid-film forces.
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Fig. 5 Synchronous component of the oll-flim force in the vertical direction at bearing 2.
Experimental data (solld line), theoretical data (dotted line).
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Fig- 6 Theoretical and experimental rotor displacement locus inside bearing 2.
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Subsequently, a modal analysis of the rotor supporting structure was carried out. A harmonic force
was applied at bearing 1 in the vertical direction. The foundation transfer functions at sixteen
measurement locations, which included the rotor supports, were colleted over a frequency range from
2 Hz to 60 Hz. The modal parameters are summarized in Table 1. In order to evaluate the accuracy of
the mode parameters evaluation, analytical transfer functions were generated using a synthesis
operation. In Fig. 7 the Bode plot of the analytical and experimental transfer functions evaluated at
bearing 2 in the vertical direction are shown.
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Fig. 10 Theoretical (solid line) and experimental (dotted line) 1X vibrations measured at bearing 2 in the
vertical direction. Modal parameters evaluated with the identification method Il

The 1X frequency response of the rotor due to an imbalance mass applied to the disk fixed to the
rotor was calculated. These vibration data were used to evaluate the foundation modal parameters by
the above mentioned identification methods. The results of these analyses are summarized in Table 2
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and 3. As the method [ requires that the number of normal modes of the supporting structure to be
equal to the number of degrees of freedom associated with the connecting nodes of the model, only
four natural frequencies were identified.

Table 1 Rotor foundation structure modal parameters

Modal Parameters Mode Number
1 2 a 4 5
Natural Frequency (Hz) 6.3 9.0 128 14.2 15.7
Damping Ratio 0.051 0.034 0.053 0.061 0.034
Generalized Mass 1.743 1.245 1.6683 2.286 1.472
Generalized Stifiness 2688 3981 10756 18197 14324

Table 2 Rotor foundation structurs modal parameters - method |

Modal Parameters Mode Number
1 2 3 4
Natural Frequency (Hz) 6.5 89 . 16.0 17.0
Damping Ratio 0.137 0.078 0.133 0.089
Generalized Mass 2.334 3117 3.170 4.365
Generalized Stiffness 3906 9797 35349 50068

Table 3 Rotor foundation structure modal parameters - method i

Modal Parameters Mode Number
1 2 3 4 5
Natural Frequency (Hz) 7.8 9.0 14.3 15.8 19.0
Damping Ratio 0.194 0.040 0.163 0.026 0.061
Generalized Mass 4.989 4.994 4,950 4.069 9.140
Generalized Stiffness 12108 12485 39934 40203 130084

Then, the foundation modal parameters were used to calculate the rotor frequency response. At
first, the modal parameters reported in Table 1, evaluated with an usual modal analysis, carried out on
foundation basis transfer functions, were considered. In Fig. 8, the comparison between theorelical and
experimental 1X vibrations measured at bearing 2 in the vertical direction is shown. The comparison
between the experimental 1X vibrations measured at bearing 2, in the vertical direction, and the
theoretical one obtained using the modal parameters identified with methods T and 11 is shownin Fig. 9
and 10, respectively. Finally, a finite element model of the foundation structure was developed. The
comparison between the experimental 1X vibrations measured at bearing 2, in the vertical dircction,
and the theoretical one obtained using these modal parameters is shown in Fig. 11.
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Conclusions

The theoretical frequency responses obtained by using the modal parameters identified with the
different techniques fit the experimental vibration data with sufficient accuracy.”

The parameter identification methods described in this paper proved to be able to evaluate the
modal parameters of rotating machinery foundations, using rotor and supports vibration data. These
techniques can be very useful when only the frequency response of the foundation structure is not
available, The capability of the methods is influenced by the accuracy of the initial estimate of the
foundation normal modes.

Nomenclature

[A] = modal matrix [m] = modal mass matrix of the system in hybrid
[B(Q.p)] = m?Ch?nﬂi-.cal fg:p:d,n“ o foundation G coordinates
matrix of the foundation = mass matrix of t ” ;

E. = forces transmitted system % ?::r:gmt:sa?fﬂ\ﬂ;e
between rotor and [MY = mass matrix of the connecting points with
foundation at the system in hybrid the rotor
connecting points coordinates

E, = extemnal forces applied p = vector o‘fnt:: o{'nodul X, = coordinates of the rotor
on the rotor parame: mass, i : :

[k] = modal stiffness matrix of stiffness and damping e ﬁxmﬁﬁ:@
the foundation q = modal coordinates with the rotor and the

[K] = stiffness matrix of the [] = modal damping matrix of foundation
system the foundation tor of the hybrid

[K*) = stiffness matrix of the [R] = damping matrix of the g s e
system in hybrid system
coordinates [R* = damping matrix of the £) = excitation frequency
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Method 11 does not need the knowledge of the external forces applied to the rotor and that the
number of normal modes be equal to the number of degrees of freedom associated with the connecting

points.
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Abstract

The present paper is concerned with the high temperature lifetime prediction in metallic materials. It is proposed
an elasto-viscoplastic constitutive model, developed within the framework of Continuous Damage Mechanics,
that takes into account the coupling between the creep and low-cycle fatigue mechanism. The basic features of
this model are shown by simulating a stainless steel bar subjected to cyclic loadings at different lem peratures.
The applicability and the usefulness of the theory are verified by means of exam ples concerning the lifetime
prediction of a stainless steel pipe at 600°C under complex pressure loadings.

Keywords: High Temperature Lifetime Prediction, Continuous Damage Mechanics, Creep, Fatigue, Mettalic
Materials

Introduction

Prediction of lifetimes under complex loadings and environment constitutes an important but
difficult step of the design of metallic components working at high temperature since it is necessary to
take into account the viscoplastic behaviour as well as crack initiation under creep and fatigue
condition.

Low cycle fatigue, or plastic oligocyclic fatigue, is considered when the plastic strain involved is
big enough to be measured. This corresponds 10 stresses higher than the yield stress and, in general, to
less than 10000 cycles to failure. In metals the fatigue damage is mainly in the form of micro-cracks
which are transgranular.

Creep damage occurs in metals mainly during tertiary creep at temperatures above 1/3 of the
absolute melting temperature. In this case, viscoplasticity induces important time dependent
phenomena. Monotonic or cyclic loadings first induce the accumulation of dislocations at the points
between crystals leading to microcavities and then intergranular micro-cracks and micro-voids on
grain boundaries or at the junction of several cristals. These micro-cavities may grow as a function of
time even if the stress remains constant.

The prediction of the failure of a mechanical component is generally made through parametric
equations, relating lifetime to some stabilized cyclic quantities such as elastic or inelastic strain ranges.
As a complementary approuch, the continous damage concept adopted in this work (Kachanov, 1986;
Lemaitre and Caboche, 1990; Lemaitre and Dufailly, 1987; Lemaitre, 1984; Lemaitre, 1987; Hubscher,
1992) leads to the development of a macroscopic description of the sucessive physical phenomena
giving rise to the crack initiation. In the theory, a damage internal variable describing the progressive
deterioration of the material before the macroscopic crack initiation is introduced. A particular
definition of this damage variable gives a macroscopic measured which constitutes a guideline to the
development of differential damage equations. Classically the damage variable (called D) increases
during the life from zero for a virgin state to ane at failure.

Manuscript received October 1992, Assocdiate Technical Editor; Agenor de Toledo Fleury
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The main purpose of this paper is to use the Continuous Damage Mechanics to analyse the
cumulative damage in elevated temperature steam pipes. The interest in the area of remaining life
prediction arises from the need to avoid costly outages, safety considerations and the necessity 10
extend the component operation life beyond the original design life.

Some examples show the possibilities of this approach: Initially the low cycle fatigue of stainless
steel bars subjected to cyclic loadings at 20°C and 600°C is analyzed. The predicted lifes are compared
to those obtained by considering the eN method, based on the Coffin-Manson law (Hubscher, 1992).
Then, the creep damage analysis of the bars at 600°C is performed. Finally, the theory is employed 1o
estimate the life of elevated temperature steam pipes, considered as thin walled pressure vessels, Steam
pipes are typically used under high temperature operating conditions. Because of the combination of a
variable pressure loading and high temperature exposure, they are likely to be subjected (o creep-
fatigue damage.

Constitutive Model

The set of elasto-viscoplastic constitutive equations used in this work describes the mechanical
behavior of metallic materials submitted to non-monotonic loadings. These equations are an extention
of the damage models proposed by Lemaitre and Chaboche (Lemaitre and Caboche, 1990; Lemaitre
and Dufailly, 1987; Lemaitre, 1984; Lemaitre, 1987). Such kind of constitutive theory has a strong
thermodynamic basis and a carefull presentation can be found in Hubscher, (1992); Pacheco, (1992)
and Costa Mattos, (1988). In this paper, we will only summarize the main features and restrict the
study to isothermal transformations.

In order to model the complex behavior of metallic materials at high temperatures, besides the
stress o, the total strain € and the anelastic strain £”, we will introduce a macroscopic internal variable
D (0 =D < 1), called Damage. The variable D is a macroscopic quantity which can be interpreted as a
local measure of the degradation (damage) of the material induced by the anelastic deformation. If
D=0, the material is virgin and when D — 1 the material loses locally its mechanical strenght. In
general, for the sake of security, the rupture is supposed to take place when the variable D reaches a
critical value D, such that 0 <D__< 1. For further details about the physical interpretation of D see
Lemaitre and Dufailly (1987).

The following set of constitutive equations is proposed:

T “'D)Cijkl(skl“*’:l} (1.1)
= 3 g o8 -X)
£ = ( i Sag (1.2)
2(1-D) (1-D)k’ J(S-X)
3 . 212
P= (E(Eij)z) (1.3)
; ¥ i .
Xij = ;aei}«»q}xijp (1.4)
R = bd exp(-dp)p (1.5)
: i s i S i e | 5]
D= Df'l'Dc i Df- w Sfp H Dc- {W St‘) (1.6)

where a, b, d, k, n, g, 1, S. and S¢ are material constants; oj; are the componentis of the stress tcnsor o
Cijk are the components of the classical symmetric fourl{:-arder tensor of elasticity C (in the nex
sections we will consider isotropic elastic materials which have only two independent components in
the elastic tensor); p, X;; and R are auxiliary variables; Dy is the fatigune damage and D, is the crecp
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damage. The main differences between this constitutive model and the elasto-viscoplastic equations
presented in Lemaitre and Caboche (1990) are the evolution law (1.6) and the definition of the yield
function F which has the following form:

F=J(8-X)-R-(1-D)R, 2

1/2
where J(§-X) = E (Sij - Xij} 1/2] - 8jj=0j - (1/3)0 are the components of the deviatoric
stress. Rg is a material constant.

If F<0 then £j= 0, p= 0, X;;= 0, R= 0 and D¢= 0, consequently, the only dissipative
mechanism will be the creep damage.

When R=0 and X;=0, the condition F <0 is nothing else than the classical Von-Mises criterion:

1(S) -Ry <0 €

It can be verified that the elastic domain presented in the equation (3) (the set of the stresses o*
such that F(o*, R=0, X;;=0, D=0)<0) defines a sphere of radius ,/(2/3) R,in the space of the
principal components of the deviatoric stress S. Experimentally, it is verified that the anelastic
deformation induces an evolution of the elastic domain - a translation (known as kinematic hardening)
and a dilatation or contraction (known as isotropic hardening).

Using the equations (1), it can be shown that if R=0 and X;;=0 at time 1=0, the evolution of the
elastic domain (the set of the stresses o* such that F(o*, R(t), X;(t), D(1))< 0) will be characterized by
a dilatation or contraction (due to the term R(t) + (1-D)Rg) and by a translation (due to X(1)) of the
initial elastic domain (defined by the Von-Mises criterion)

Equations (1.2) and (1.4) implie that tr(¢*)=0. This means that the anelastic deformation do not
change the volume of the body. The equations (1) describe adequately the mechanical phenomena of
damage, elasticity, plasticity, creep and relaxation observed in many metallic materials at high
temperatures. Experimental procedures to measure the variable D can be found in Lemaitre and
Dufailly (1987).

A consistent constitutive theory based on the concept of internal variables must not admit
processes where the second law of thermodynamics is not satisfied. It can be shown (Costa Mattos,
1988) that the equations (1) will always verify the second law restriction independently of the
geometry of the body, of the external loadings and of the boundary conditions.

Simulation of Cyclic Uniaxial Tests

The analysis of uniaxial problems is interesting since it allows the comprehension of the basic
features of the theory. In a tensile test, the stress component in the axial direction is 0y,=(T/A), where
T is the axial force and A is the cross-section area. All other components are equal to zero.

The Fig. 2 shows the curve o,, versus ey, computed for a 316 L stainless steel bar under traction-
compression (Maxoy,=-Mingy,, sce Fig. 1). The stress range is Aoy, = 660MPa (Ao, = maxoy, -
mino,,). The material parameters are: E=196000 MPa, Ry=133 MPa, k=151 MPa sec’"'™, n=24,
a=162000 MPa, b=60 MPa, d=8, ¢=2800, S;=2.5 MPa’l, S.=0. It is important to remark that the
parameter S is equal to zero, hence, there will only be fatigue damage in this case. The parameters E,
S, k, m, a, b, d, ¢ are given in Lemaitre and Caboche (1990) and the parameter Sy was obtained from
fatigue tests. The curve in Fig. 2 was obtained by solving numerically (using a fourth order predictor-
corrector technique) the system of ordinary equations formed by the constitutive equations (1) and the
following initial conditions: s'ij(l=0) =0; p(t=0) = 0; X.,J{t=0) = 0; R(1=0) = 0; D(t=0) = 0. All the
results presented in the next sections are obtained considering the same set of initial conditions and the
same kind of numerical techique. Its obvious that, due 1o the particular form of the stress tensor in the
uniaxial case, it is possible to do many simplifications in the system of equations (1). In this case it can
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be shown (Pacheco, 1992; Costa Mattos, 1988) that the anelastic strain & is such that {e3,)/2 = g5, =
suand that the kinematic hardening variable X is such that -X/2 = X, = X, (all other components
are equal to zero).

Oy (1)}

2.268

1267 ‘ i

1287} 'H il

-2

B J T SO S S P A S S S e S T S S S
0.00E0 6.00£2 1.20£3 1.80E3 240E3 3.00£3

i(s)

Fig.1 0O, versustcurve

3.60EB

g (Ta)

2.16EB |

7.20€7

-1.20E7

-2.16E8

-3.60E8 —
-6.00E-3 9.31E-10 B.00E- .3 1.20E-2 1 .BOE~-2

Fig.2 Oy, versus ea curve. 316 L stainless steel at 20°C

The evolution of e}, is shown in Fig. 3. The anelastic strain range (Agg, = MAXEy,-MiNEy,) per
cycle initialy decreases to a minimum value and then it increases until the rupture. In this kind of
material, the critical value D =0.2 is taken as the limit to the macroscopic crack initiation.
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The evolution of the damage variable D is presented in Fig. 4.
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Fig- 4 D versus t curve. maxg,, =-min o, =330 MPa

It can be verified that there is a change in the behavior of the curve D versus t after the cycle Ny
when it is assumed the initiation of a macrocrack. After the cycle Ny, the damage increment AD and the
cumulated anelastic strain increment Ap per cycle increase very quickly. This change in the response of
the material can be easily seen in the curve o, versus D in Fig. 5.
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The predicted lifes for this stainless steel bar under traction-compression using the eN method and
the proposed theory considering two values for D are presented in Fig. 6. In the eN method, the
number of cycles N is computed from the following formula:

Mc
A Oex + (A Uxx] - =17y,

" —EE(N[] TMye (N (4)

c

where ¢|, ¢, k, M, v1, and v, are material constants, For this stainless steel at 20°C we have (Lemaitre
and Caboche, 1990): ¢;=0.34, c;=3280 MPa, y,=2.07, y,=5.70, k=811 MPa, M_=10.5,

At the temperature of 600°C, the material constants for this stainless steel are: E=131000 MPa,
Ry=6 MPa, k= 150 MPa sec!’, n=12, a=24800 MPa, b=80 MPa, d=10, =300, S;=2.5 MPa™,
S.=112.9 (MPa hour) ™}, r=6.5.

It is important to remark that the parameter S, is different from zero. Hence, in this case, there will
also be a creep damage. The parameters E, Ry, k, n, a, b, d, ¢, are given in Lemaitre and Caboche
(1990), the parameter S; was obtained from fatigue tests, S; and r=6.5 were obtained from creep tests.
In Fig. 7 it is shown the number of cycles N necessary to reach a damage value D.,=0.5 (taken as a
critical value) for different values of Ao,,. It can be verified that there is a very small evolution of D,
and, hence, the damage is mainly due to fatigue.
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Simulation of Creep Tests

The system of equations and the initial conditions used to model a creep test is similar to those
used to model cyclic uniaxial tests of the stainless steel at 600°C. The only difference is that in this case
the stress component oy, is a constant value. The times t. necessary to reach a critical damage D=0.5
for different stress values are: 1 ;=535 years when o,,=80 MPa; t.=125 years when 0,,=100 MPa,;
1.=38 years when o,,=120 MPa. It can be verified that there is a very small evolution of D¢ and, hence,
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the damage is mainly due to the creep mechanism. The evolution of exx fOT an initial stress
o,«=B0MPa is shown in Fig. 8. The proposed model allows an adequate modelling of the primary,
secondary and tertiary creep observed in metals and alloys.

d
) 5.00E=3 [

S.00E-3 |

4.00E-3

J.00E-3 |
2.00E-3 |

1.00E-3 |

Lk il "

mEo i 'l i i i i " A i A i
0.00E0 3.00E9 6.00E9 5.00E9 1.20E10 1.50€10 1.80E10

t(s)
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The evolution of the damage variable in the same test is given in Fig. 9.
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Fig.9 Evolution of D in a creep test
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Steam Pipe Under Variable Pressure

Denoting P the internal pressure, r the inner radius and e the wall thickness and considering that
(10e) < 1, the stresses in a steam pipe subjected to a pressure loading can be approximated by:
Oga=(Pr)/(e), 0,,=0, 0,=0, all other components are equal to zero.

We will consider a temperature of 600°C, with the following pressure history
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Fig. 10 Pressure lcading
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Fig. 11 saes versus t curve - curve 1: cyclic pressure - curve 2: constant pressure

The times t. necessary to reach a critical damage D=0.5 for different maximum pressures Py are:
1.=824 years when Py=2 MPa; 1.=56.4 years when Py=3 MPa. In this case there is a small evolution of
the fatigue damage, nevertheless, the cyclic loading shown in Fig. 10 leads to a mechanical response
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which is very different from the response obtained if a constant pressure Py=3 MPa is considered
(1.=48 years). Due to the ratcheting phenomenon, the anelastic deformations are bigger in the case of
cyclic Ioadmg than in the case of constant loading (see the evolution of the anelastic strain Sae for
both cases in Fig. 11).

On the other hand, the damage rate in the constant pressure case is bigger than in the variable
pressure case, as it can be seen in Fig. 12
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Fig. 12: D versus t curve - curve 1: cyclic pressure - curve 2: constant pressure

Conclusion

The classical methods for lifetime prediction, although very effective in many practical sitvations,
are gencrally restricted to some simple geometries and cannot be generalized sistematically. The
continuum damage models are more complex and difficult to apply in simple problems, nevertheless,
they are valid for any kind of geometry, for any kind of loading and have a very strong
thermodynamical basis. The model proposed in this paper to predict the creep/low-cycle fatigue
damage of steam pipes allows the simulation of the elasto-viscoplastic b<liavior and can be used even
if complex loading histories are considered. This work is a first attempt to develop a general
methodology for the prediction of the remaining life of mechanical components operating at elevated
temperatures. This is fundamental to extend the operation life beyond the original design life. A morc
complete version of the constitutive equations (1), including variable temperature effects, can be found
in Pacheco (1992).
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Abstract

This paper presents the results obtained from a search in the literature about the problem of minimum fuel consumption
spacecraft orbit transfer, The problem and several of its models are presented to allow a non-expert reader to
understand them. More than one hundred papers are discussed allowing the reader 10 have a first idea about their
contents before a more detailed study. The majority of these papers are available in Brazilian libraries.
Keywords: Orbit Transfer, Spacecraft Maneuvers, Satellite Orbit Control.

Este trabalho tem por objetivo apresentar os resultados obtidos de um estudo da bibliografia existente sobre o
problema de transferéncias de 6rbitas de um veiculo espacial com consumo minimo de combustivel. O problema e
as principais linhas de modelagem sio definidos, de modo a permitir ao leitor nio especialista no assunto um primeiro
contato com o problema, bem comoa ficil localizagio de mais de uma centena de artigos, a maioria disponiveis em
bibliotecas brasileiras. Os artigos sio citados de acordo com as definigbes apresentadas, permitindo ao leitor um
conhecimento prévio do conteiido dos mesmos, antes de estudi-los em detalhes,

Palavras-chave: Transferéncia de Orbita, Manobras de Veiculos Espaciais, Controle de Orbita de Satélites.

Introdugao

O problema de transferir um veiculo espacial (dotado de propulsores) de uma Orbita para outra tem
crescido de importéncia nos Gltimos ancs. Aplicagbes podem ser encontradas em diversas atividades
€spaciais, tais como na colocacio de um salélite em 6Orbita geoestaciondria, no deslocamento de uma
estagio espacial, na manutencdo de Orbita de um satélite, no envio de sonda interplanetdria, etc.
Localmente, em termos de Brasil, uma importante aplicagio desse topico € a transferéncia inicial (para
a sua 6rbita final) e a manutengfio dessa Orbita, que serdo requeridas pelo primeiro satélite brasileiro
de sensoriamento remoto, que faz parte da MECB (Missao Espacial Completa Brasileira). A MECB
& inicialmente composta por um conjunto de quatro satélites: os dois primeiros de coleta de dados e
os dois tltimos de sensoriamento remoto, € foi criada com o objetivo de dotar o Brasil de capacidade
de produzir e langar seus préprios satélites. Os dois altimos satélites, de scnsoriamento remoto, sio os
que requerem esse tipo de manobra.

Neste trabalho é apresentada a definigao formal do problema e as principais linhas de modelagem.
Mais de uma centena de referéncias siio estudadas e apresentadas. O objetivo € proporcionar ao leitor
com conhecimentos bésicos de mecénica celeste e teoria de controle 6timo um rdpido entendimento
do problema, bem como servir como um “guia” para referéncias que estudem esse problema em
maiores detalhes. O problema serd sempre discutido em termos de transferéncia com minimo consumo
de combustivel, embora outras variantes do problema existam na literatura, tais como: tempo minimo
para transferéncia, velocidade final minima, encontro com outro veiculo espacial, problema de
Lambert (Battin ¢ Vaughan, 1984), etc.

Esse artigo € baseado na dissertagio de mestrado intitulada “Anélise, Selegiio e Implementagio de
Procedimentos que Visem Manobras Otimas de Satélites Artificiais” (Prado, 1989), que foi desenvolvida
e apresentada no Instituto Nacional de Pesquisas Espaciais (INPE). Maiores detalhes e testes numéricos
podem ser encontrados nessa referéncia.

Manuscript received September 1992, Associate Technical Editor: Agenor de Toledo Fleury
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Defini¢ao do Problema

Em termos conceituais, a transferéncia de um satélite com consumo minimo de combustivel
consiste (Marec, 1979) em se alterar o estado (posigio, velocidade ¢ massa) de um vefculo espacial das
condigbes [, v € M, no instante t,, para [, v, € m, no instante t, (t;=t,) com o menor gasto de combustivel
(mi,-my) possivel. A transferéncia pode ser completamente vinculada (no caso de “rendezvous”, como
aparece, por exemplo, em Wolfsberger, Weib e Rangnitt (1983) e Yablon’ko (1982)) ou parcialmente
livre (tempo livre, velocidade final livre, etc.). No caso mais geral, deve-se fazer a escolha da diregfio,
sentido e rmagnitude do empuxo (o controle disponivel) a ser aplicado, respeitando-se os limites dos
equipamentos disponiveis.

Em linguagem matemética, utilizando o ferramental de Controle Otimo, tem-se a seguinte
formulagdo:

Deseja-se minimizar globalmente:
m; (massa final do satélite)
Com relagdo a:
u(.), o controle procurado, pertencente a um dominio U
Sujeito a:
Equagbes dinimicas do movimento;
Vinculos devidos as Grbitas inicial e final;
Outros vinculos desejados (regides proibidas & propulsio, valores méximos e/ou minimos
das varifveis de controle, etc.).
Dados:
Todos os parimetros necessérios (gravitacionais, caracteristicas do satélite, etc.).

Opg¢oes para Modelagem da Dinamica, do Atuador e do Método de
Otimizagao

A literatura sobre o assunto apresenta diversas modelagens na abordagem desse problema. Essas
diferencas em modelagens podem ser divididas em trés partes: diferengas quanto aos vinculos

dinfimicos (equagbes de movimento), diferengas quanto ao controle aplicado (modo de atvagio dos
propulsores) e diferengas quanto ac método de otimizago.

a) Diferengas quanto acs Vinculos Dindmicos (Equagdes de Movimento)

Quanto as diferengas nas equagbes de movimento, a literatura pode ser dividida em 4 categorias
bésicas:

i) Modelagem simples de dois corpos. E assumida a presenga de um astro massivo (como a Terra,
a Lua, etc.) e de um veiculo espacial de massa desprezivel viajando nos arredores desse astro. Nenhuma

Nomenclatura

¢ = velocidade caracteristica t= terpro Sub-escritos
C, = constantes T = periodo orbital - vetor
D = diregéo do multiplicador u = controle T = valorrelativoavelocidade
de Lagrange U = dominiodocontrole caractaristica
f = equagéode movimento U = fungaodefinida pela f = valorfinal
F = forga do propulsor equagao (7) i = valorintermedidrio
g = campogravitacional v,V = velocidade MAX = valorméximo
G = tensorgradientede W = velocidade de ejecdode r = valor relativo & posicéo
gravl v = valorrelativodvelocidade
H = hamiltoniana o = mode' itch” i Tnioi
m = massa o' = consiante . # e
N = constante B = éngulode "yaw" Super-escritos
O = orbita B' = constante * - valorétimo
p = multiplicadorde Lagrange ' = aceleragaodo propulsor " = denotam primeirae
Lo ! A = variagdo segunda derivadas
s = “rangeangle p = constante gravitacional
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perturbag@o de outros corpos é assurnida, e os dois corpos envolvidos sio assumidos como pontos de
massa. Todas as fases sem propulsio so assumidas como 6rbitas Keplerianas, E de longe o modelo
mais estudado, devido & sva simplicidade, rapidez no fomecimento de resultados, existéncia de
solugdes analiticas e boa precisio na maioria das situagdes. E sempre o ponto de partida de uma anélise
de missdo, independente da complexidade da mesma.

i) Modelagem de dois-corpos perturbados. £ o passo 16gico seguinte. E adotado o modelo
matemético do item anterior, acrescido de uma ou mais perturbagbes no sistema. Entre as perturbagbes
mais comuns estio: nfo esfericidade do astro principal, atrito atmosférico, existéncia de pressio de
radiagfio (quando.o Sol estd presente no sistema), presenca de outros corpos, etc. Raramente existem
solughes analiticas para esta modelagem, e integragio numérica ¢ a ferramenta mais utilizada.
Linearizagbes em torno de uma érbita de referéncia para obtengio de resultados analiticos aproximados
$40 também muito comuns. E um refinamento comum em anlise de missoes, apGs um estudo feito com
a modelagem exposta no item i.

iii) Modelagem com trés-corpos. E uma modelagem muito comum para o estudo de trajetérias
lunares e interplanetérias, E assumido a presenga de apenas trés no sistema, que 8o tratados
como pontos de massa. Nenhuma outra perturbagfio € considerada. E muito comum o caso particular
denominado “Problema restrito de trés corpos”, bastante detalhado no livro “Theory of Orbits”
(Szebehely, 1967), onde o objetivo € descrever 0 movimento de um ponto de massa desprezivel (por
exemplo um veiculo espacial) influenciado pela atraghio gravitacional de dois corpos massivos (que séo
chamados primérios, como por exemplo a Terra e a Lua) durante toda a trajet6ria. Essa modelagem néic
possui solugio analitica e usualmente integragbes numéricas sfo efetuadas,

iv) Modelagem com N-corpos. Essa modelagem assume a presenga de um ndmero arbitrério N
de corpos celestes. Outras perturbagdes geralmente niio sio incluidas e todos os N corpos sdo tratados
como pontos de massa. Um exemplo para o caso N=4 pode ser encontrado em Pu e Edelbaum (1975).
Importantes aplicagbes para esse tipo de modelagem ocorrem em missbes multi-planetérias (diversos
planetas e/ou satélites visitados por um mesmo satélite) como por exemplo as missbes Voyager I e 11,
Galileo, etc. Em geral essa modelagem é utilizada para refinar uma solugio encontrada por uma
modelagem mais simples, como a de dois ou trés corpos. Integragio numérica e linearizagbes em torno
de uma brbita nominal sfio recursos usados com frequéncia. E também muito comum o uso de manobras
gravilacionalmente assistidas (“Swing-by") (Broucke, 1988, Szebehely, 1965 e Broucke ¢ Prado,
1993a), onde a passagem por um dos corpos celestes ¢ utilizada para fornecer energia ao veiculo
espacial para que ele complete a sua missio.

b) Diferengas quanto ao Controle Aplicado (Modo de Atuagéo dos Propuisores)

Quanto a modelagem do atuador (empuxo a ser aplicado ao vefculo espacial) podemos notar a
presenca de duas grandes categorias:

i) Empuxo infinito: E assumido que o motor seja capaz de aplicar um empuxo instantineo e de
magnitude infinita. O efeito desse impulso é medido através de uma variagfo instantinea na velocidade
do veiculo espacial (AV), que ¢ suposto ter uma trajetéria continua. - 0 modelo mais aplicado na
literatura, devido a sua simplicidade e razoével precisio.

ii) Empuxo continuo: E assumido que o motor seja capaz de aplicar um empuxo finito por um
tempo diferente de zero. O efeito desse empuxo é medido por integragbes numéricas das equagdes de
movimento ou linearizagbes vilidas por um curto periodo de tempo. Diversas variantes podem ser
encontradas na literatura quanto ao grau de liberdade do empuxo: magnitude constante ou varidvel,
possibilidade de mudar a diregio do empuxo livremente ou com restrigbes (restrita a um plano ou cone,
etc.), possibilidade de desligar o motor ¢ alternar arcos propulsados com arcos balisticos, elc.

¢) Diferencas quanto ao Método de Otimizagéo

Quanto ao método de otimizagéo, podemos agrupar a maioria da literatura existente em Irés grandes
grupos:

i) Método direto. O problema é reduzido & busca direta de valores numéricos para um determinado
nimero de pardmetros. Algoritmos computacionais sio empregados para gerarem métodos iterativos
que encontrem os valores dos parimetros que tornem um certo funcional minimo.
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if) Método indireto. Condigbes necessédrias de primeira ordem (equagdes de Euler-Lagrange) sio
escritas e resolvidas analitica e numericamente. Essa soluco nos fornece os dados necessdrios para
encontrar a solugéo final procurada.

iif) Método hibride. Condigdes necessdrias de primeira ordem (equagbes de Euler-Lagrange) sdo
escritas e resolvidas através de uma busca direta de parimetros, a exemplo do método direto. Em outras
palavras, as equagbes de Euler-Lagrange transformam o problema original num outro equivalente, que
€ entdo resolvido pelo método direto.

Tipos de Manobras

O niimero de aplicagbes do problema de transferéncias orbitais é bastante grande. Em todo caso,
¢é possivel agrupé-las em duas categorias principais, quanto ao tipo de manobras envolvidas:

i) Tranferéncias de orbita. Manobras de grande amplitude, destinadas a alterar significativamente
a 6rbita do veiculo espacial. Bons exemplos sfio: transferéncias de um satélite em baixa 6rbita terrestre
para uma Grbita alta (como a geoestaciondria); transferéncias & Lua ou outros planetas, etc.

ii) Corregbes de orbita. Manobras de pequena amplitude, em geral feitas com o objetivo de manter
um vefculo espacial em determinada 6rbita, ao invés de alterd-la. Essas manobras séo necessérias para
compensar efeitos perturbadores que tendem a alterar a Grbita nominal do veiculo espacial. Bons
exemplos sdo: manutengdo de uma estagio espacial, manutencio de satélites geossincronos e
heliossincromos, etc.

Revisdo da Literatura

O problema da transferéncia 6tima de um veiculo espacial entre dois pontos teve em R. H. Goddard
(1919) um de seus primeiros estudiosos, que propds solugbes aproximadas para o problema de enviar
um foguete a grandes altitudes, da forma mais econdmica possivel. E um problema intimamente
relacionado ao tratado neste trabalho, embora nfo exatamente 0 mesmo.

A Transferéncla de Hohmann

A seguir veio o trabalho de Hohmann (1925), que obteve a solugiio 6tima do problema de
transferéncia de um veiculo espacial entre duas Orbitas circulares € coplanares em um campo
gravitacional Newtoniano (que atua com uma lei do inverso do quadrado da distincia). Essa solugiio
ainda € usada até hoje, sob certas circumstincias, € foi considerada como a solugfo final do problema
até 1959. Ela estuda o caso de uma transferéncia bi-impulsiva entre duas Orbitas circulares e coplanares
com tempo livre. Os passos principais envolvidos nessa transferéncia estdo resurnidos abaixo,

Na drbita inicial (O,) aplica-se um impuiso na dire¢io do movimento € de magnitude dada por
AV =[{2(r fro)[(re/to)+ 1]} -1V, onde: 1= raio da 6rbita inicial, re= raio da 6rbita final, V= velocidade
do veiculo na 6rbita inicial, T, = perfodo da 6rbita inicial. Com isso o veiculo entra numa 6rbita de
transferéncia eliptica (O) com peridpside r, e apoépside r.. Entdo, espera-se que o veiculo complete
meia revolugio ¢ atinja o apoépside, quando ¢ aplicado o segundo e dltimo impulso, na dire¢io do
movimento e com magnitude dada por AV =(rgre) " 41-{2/(1+1/re)} Y]V, que faz com que o veiculo
entre em uma orbita circular de raio r. Com isso tem-se que o tempo de transferéncia € a metade do
periodo orbital da 6rbita O, isto € t=(1/2){[1+1,/r;]/2} ¥*T,. Maiores detalhes na obtengio dos resultados
acima podem ser obtidos em Marec (1979) e uma demonstragio analitica de que a transferéncia de
Hohmann € a verdadeira transferéncia 6tima bi-impulsiva pode ser encontrada em Barrar (1963).

A transferéncia de Hohmann obteria, com o passar do tempo, grandes contribuigbes de outros
pesquisadores e seria estendida ao caso eliptico (transferéncia entre duas drbitas elipticas, com empuxo
infinito aplicado nos dpsides), como em Marchal (1965). Smith {1959) obteve solugbes exatas e
aproximadas para diversos casos de transferéncias entre duas érbitas coplanares, tais como: 6rbitas
com eixos alinhados ou quase alinhados; uma das Grbitas quase circular; as duas Grbitas quase
circulares. Bender (1962) apresenta uma modelagemabrangente, capaz de resolver qualquer transferéncia
entre 6rbitas coplanares, Posteriormente os casos de 6rbitas ndo-coplanares também foram incluidos,
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adicionando-se componentes de empuxo fora do plano das drbitas inicial € final. McCue (1963) atacou
o problema de uma transferéncia bi-impulsiva entre duas Grbitas elfpticas inclinadas, incluindo a
possibilidade de “rendezvous”. Em Eckel e Vinh (1984) encontra-se a solugdo 6tima para o caso de
transferéncias entre Grbitas elfpticas nfo-coplanares com tempo ou combustivel fixo em que, quando
se faz o tempo tender a infinito, chega-se ao resultado de Hohmann.

Outras colaboragbes vieram no sentido de obter a diferenca entre o caso ideal (empuxo infinito) e
o real (empuxo finito), como em Zee (1963) que, aproximando o empuxo aplicado como de diregio
perpendicular ao raio focal (raio vetor que vai do centro de atraciio ao vefculo) e magnitude constante,
obteve expressbes analiticas para o consumo extra de combustivel (quanto combustivel extra seria
necessdrio para efetuar a manobra prevista), deficiéncia de energia (quanto de energia se teria a menos,
caso a manobra fosse efetuada com o combustivel previsto pelo caso ideal) e variagio dos elementos
orbitais (quanto cada elemento orbital da Grbita finita seria diferente do nominal, caso a manobra fosse
realizada com o combustivel previsto pelo caso ideal) devido & situagio ndo ideal do propulsor, para
diferentes valores do empuxo real aplicado.

Outra variante encontrada na literatura (Melton e Jin, 1991) consiste no estudo da transferéncia
entre duas Grbitas circulares com dois impulsos de magnitudes fixas, onde o objetivo € encontrar as
direcbes dos impulsos.

A Transferéncia de Hoelker e Silber (Bi-eliptica e Tri-impuisiva)

No final da década de 50, Hoelker e Silber (1959) mostraram que a solugio de Hohmann era a
solugdo Gtima apenas quando a razdo entre os raios das Grbitas final e inicial € menor que 11,94, Nos
outros casos a transferéncia bi-eliptica tri-impulsiva é mais econdmica. Essa transferéncia segue os
seguintes passos: 1) Aplica-se o primeiro impulso (AV,) na 6rbita inicial, na diregio do movimento do
veiculo, e com a magnitude tal que ele entre em uma 6rbita eliptica O, com peridpside r, e apodpside
r,. E preciso que r>r, caso contririo a transferéncia de Hohmann seria mais eficiente; ii) Quando o
veiculo atinge o apodpside r;, aplica-se o segundo impulso (AV), também na diregio do movimento,
€ com magnitude tal que faga com que o veiculo entre em uma 6rbita eliptica O, com apodpside em
r; € peridpside em ry iii) Quando o veiculo atinge o peridpside aplica-se o terceiro impulso, agora
contrério a0 movimento, € com magnitude tal que faga com que o veiculo entre em 6rbita circular de
raio r..

E importante notar que a transferéncia é tanto mais eficiente, isto é, apresenta um menor valor na
soma dos incrementos de velocidade necessdrios em cada etapa, quanto maior for o valor de r;,
conforme demonstrado em detalhes em Marec (1979). Essa manobra € mais eficiente que a manobra
de Hohmann devido ao fato do segundo impulso ser aplicado longe do centro de atragio, o que diminui
o combustivel necessério, porque a forga de atragio é muito mais fraca nesse ponto (ela € inversamente
proporcional ao quadrado da distincia entre os corpos).

Essa linha tri-impulsiva também mereceria a atengiio de outros pesquisadores, que a estenderam
a0 caso elfptico (6rbitas inicial e final elipticas), como em Ting (1960) que também mostrou que a
aplicagio de mais de trés impulsos ndo pode levar a uma solugiio mais econdmica (no caso ideal de
empuxo infinito), e de Roth (1967) que obteve a solugio de minimo incremento de velocidade para a
transferéncia bi-eliptica com mudanga de plano orbital.

Uma interessante comparagio de resultados, com relacio ao tempo necessdrio para uma manobra
de “rendezvous” (0 problema de transferéncia completamente vinculado, em que um veiculo espacial
tem que encontrar um outro veiculo espacial em orbita livre), aparece em Billik e Roth (1967) que
mostrou que, na maioria dos casos, a transferéncia de Hohmann leva um tempo bem maior que a bi-
eliptica.

A Transferéncia Bi-Parabdlica

Uma vez que se sabe que, quanto maior o valor de r, (distincia do veiculo ao foco, no momento do
segundo impulso) mais eficiente é a transferéncia, é 16gico se pensar no limite de r; tendendo ao infinito.
E justamente isso o que caracteriza a transferéncia bi-parab6lica, que segue os seguintes passos: i) Na
Grbita inicial (Oy) aplica-se um impulso, na diregio do movimento e com a magnitude (AV,) tal que
faga com que o vefculo entre em uma Grbita parabdlica O,; ii) Quando o veiculo atinge o infinito
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(teoricamente, € claro) aplica-se um segundo impulso, infinitesimal, que faz com que o veiculo passe
da érbita O,; para outra 6rbita parabdlica O,. Esse impulso nio consome combustivel, devido ao fato
de r, ser infinito; iii) Quando o veiculo passa pelo peridpside da érbita parabélica O, aplica-se o terceiro
impulso, na diregio oposta a0 movimento € com magnitude (AV,) tal que faga com que o vefculo entre
na 6rbita O,. E 8bvio que essa transferéncia nio pode ser realizada na prética, pois o tempo necessério
seria infinito, devido ao passo ii.

Em Marec (1979) pode-se encontrar gréficos comparando a eficiéncia dos trés tipos de transferéncias
citadas, para diferentes valores da razdo 1,

Outras Manobras Impuisivas

Uma outra linha de pesquisa, derivada da transferéncia de Hohmann, € aquela em que se parte do
pressuposto de que a transferéncia serd feita por uma série de impulsos no perigeu (em passagens
consecutivas) seguida por uma série de impulsos no apogeu. Aqui a transferéncia leva vérias 6rbitas
para se concretizar, mas mantém-se o principio de que impulsos nos #psides sio mais eficientes.
Spencer, Glickman e Bercaw (1982) fornecem, através de gréficos e equagbes, o impulso extra
necessério (em relagdo a manobra bi-impulsiva de Hohmann) em fungfio dos raios das 6rbitas inicial
e final e do nimero de revolugbes usadas na transferéncia, para o caso de plano orbital fixo.

Depois disso, Redding (1984) iria um pouco mais a fundo e obteria um método de célculo para a
manobra nio-impulsiva equivalente (uso de empuxo finito aplicado em arcos em torno dos épsides),
que forneceria a melhor escolha possivel do nimero de arcos com propulsio em torno do perigeu e do
apogeu, em fungéio do tempo limite da transferéncia, bem como da “gravity loss” associada (diferenga
entre 0 incremento de velocidade real e o previsto pelo modelo impulsivo) e do valor do empuxo
disponivel. Os resultados foram obtidos para trés casos distintos: empuxo constante, aceleragio
constante e aceleragho constante por trechos. Matogawa (1983) também usou essa mesma idéia e
deduziu expressbes para 0 nimero e as extensdes Otimas dos arcos com propulséo.

Outros trabalhos que utilizam a aproximagio impulsiva, que é de longe a mais explorada na
literatura (Gobetz ¢ Doll, 1969), podem ser encontrados em Eckel (1962), que encontra a melhor
solugfio bi-impulsiva para o caso de 6rbitas elipticas ndo-coplanares, depois generalizada para 0 caso
de N impulsos (porém com N dado a priori) em Eckel (1963); em Prussing (1970) (dois ou trés
impulsos); Prussing (1969) (quatro impulsos); Moyer (1965), que estuda o caso de uma transferéncia
entre uma 6rbita circular e uma eliptica; Pines (1964), que encontra e aplica constantes de movimento
a0 caso impulsivo; ¢ Robbins (1966), que faz um estudo analitico da aproximacio impulsiva. Uma
abordagem analitica alternativa para o problema de transferéncias coplanares com N impulsos €
encontrada em Broucke e Prado (1993b), onde a vantagem das transferéncias que passam pelo infinito
€ discutida em detalhes.

Mais modernamente quase todos os trabal hos buscam, de alguma forma, obter no s6 as magnitudes
e diregbes dos impulsos, mas também o seu niimero, nio mais se fazendo essa hipétese “a priori”.
Exemplos sdo os trabalhos de Lion e Handelsman (1968), Jezewski ¢ Rozendaal (1968), Gross e
Prussing (1974), Eckel (1982) e Prussing e Chiu (1986).

Em Redding e Breakwell (1984) encontra-se uma interessante abordagem sobre o caso de propulsio
quase-impulsiva, estudada a partir da impulsiva; ¢ em Hazelrigg (1984) o teorema de Green foi
utilizado para obter a solugho 6tima para a transferéncia entre Orbitas coplanares e coaxiais sem
restrigio de tempo ou dngulo.

Exemplos de abordagens com uma mistura de duas aproximagbes (lincarizagio ¢ sistema de
propulsio impulsivo) podem ser encontrados em Marec (1968) e em Stern (1984).

Um enfoque diferente, usando consideragbes de energia, pode ser encontrado em May (1986).

Um problema similar, o da transferéncia bi-impulsiva de um corpo celeste para ele mesmo (algum
tempo depois) € discutido em Prado e Broucke (1993).

O Caso com Empuxo Finito

A consideragfo de hip6teses mais realistas de trabalho leva ao caso mais geral, o de propulsfio finita.
Dentro dessa linha o trabalho de Tsien (1953) mostrou que um empuxo na direcio do movimento € mais
eficiente que na sua perpendicular, € o de Lawden (1955) buscou diregdes Stimas para a aplicagfio do
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empuxo (do ponto de vista de méxima transferéncia de energia por unidade de massa expelida)
proximas & diregio do movimento.

Ainda nessa linha de busca, foram feitos outros trabalhas. Moskowits (1963) publicou os resultados
de dois tipos de aproximagdo: a linear (tg[a(1)]=C,+C., onde «(t) € o dngulo entre a forga de empuxo
aplicada ¢ uma linha adotada como referéncia, C, e C, sio constantes e “t” € o tlempo); € a bilinear
(tg[a()]=(C,+1)/(C,+C,.t), onde C,, C, e C, sdo constantes), ambas para o caso de pequenas
transferéncias (corregbes) de orbitas, sem mudanga do plano orbital.

Uma outra aproximacio linear foi desenvolvida por Biggs (1978), desta vez a=og+a's e fi=f,+p's,
onde o e § sho os ngulos de “pitch” e “yaw”, respectivamente, a, o, f,e B' sdo constantes e “s” €
o “range angle”, que € o ngulo que o raio vetor do satélite faz com uma linha arbitréria pertencente
ao plano da 6rbita. O método se aplica a transferéncias de grande ou pequena amplitude e 0 método de
otimizaghio ¢ paramétrico. Logo depois, Biggs (1979) estenderia esse trabalho ao caso mais genérico
(a(r) e B(t) livres), utilizando o método hibrido de otimizagio. Esse mesmo méiodo hibrido € utilizado
em Prado (1990) para uma transferéncia entre a Terra e a Lua. Tratamento hibrido andlogo, com a
diferenga de que sio usadas coordenadas polares ao invés de elementos Keplerianos, pode ser
encontrado em Weib (1985) ou Erno (1983). Em Tomita e Feiring (1985) encontra-se a mesma
abordagem hibrida, mas com a proposta de um novo algoritmo numérico para a solugfio do problema
de minimizagio; e em Denham e Bryson (1964) o algoritmo “Steepest-Ascent” € utilizado no mesmo
problema,

Em trabalhos independentes, usando abordagem com método direto, com parametrizagio da
fungéo de controle do problema de controle 6timo associado, Ceballos (1980) e Ceballos e Rios-Neto
(1981), usando programagcéo linear, € Rios-Neto e Bambace (1981), usando estimagio linear 6tima de
parfimetros, resolveram um problema de transferéncia em tempo minimo da Terra a Marte, com baixo
empuxo de direglio varidvel.

Um outro bom exemplo de resultados analiticos aproximados pode ser encontrado em Broucke
(1991), onde € considerado o problema de uma transferéncia 6tima com aplicagio de um empuxo baixo
€ continuo.

A Teoria do “Primer-Vector”

Durante as décadas de 50 e 60 muitos trabalhos surgiram tratando o problema como um problema
de Mayer (Bell, 1968), e a obtengio das condigbes de otimalidade foram feitas por muitos pesquisadores
¢ para diversos casos.

Nessa mesma €poca, em dois importantes artigos, Lawden (1953 e 1954) introduziu a nogdo de
“primer vector”, ou seja, o multiplicador de Lagrange associado ao vetor velocidade, que desempenha
importante papel nas teorias modernas de trajetrias 6timas.

Essa abordagem foi muito explorada na literatura subsequente, e é empregada tanto na sua forma
original como nas formas aproximadas (para 0 caso impulsivo e/ou entre Grbitas préximas, usando
linearizagbes em torno de uma &rbita intermedidria). Exemplos desse tipo de abordagem (linearizagbes)
podem ser encontrados em Carter (1984) e McCue (1967). E importante frisar que existem muitos
outros trabalhos tericas importantes, como por exemplo Contensou (1962) e Culp (1967), mas que nio
foram tio explorados pela literatura subsequente,

Nessa abordagem (“primer-vector”) nenhuma hipétese € feita “a priori”, nem de auséncia de arcos
balisticos, nem de parametrizagbes para o controle. A abordagem mostrada serd para o sistema de
propulsio do tipo “CEV” (velocidade de ejegiio de gases constante) e campo gravitacional central,
variando com o inverso do quadrado da distincia, embora qualquer outro caso possa ser estudado, como
o de um campo da forma g=-w/r™ (Brookes, 1970) ou de um campo genérico da forma g=g(r,t) (Marec,
1979).

Para desenvolver essa teoria € preciso, inicialmente, definir o vetor estado que terd as sele
componentes: vetor posi¢io (1), com trés componentes; vetor velocidade (v), com trés componentes;
velocidade caracteristica (c), com uma tnica componente que substitui a massa (c=/T'ft=
-f(W/m)dm=W.In(m,/m), onde ['=F/m é a aceleragio devida ao empuxo, que é estritamente decrescente
com a massa ¢ W € a velocidade de ejechio de gases), e que mede o combustivel gasto. Com essas
definigbes, as equagbes de movimento ficam:
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=y 1)

Y=-py/r+L 2

&= 3
e a hamiltoniana fica:

H=p f=p, y+pC-p/r’)+pl" 4

e, para que ela seja méxima (Principio de Miximo de Pontryagin), deve-se escolher [ na direcio de
R (que chamaremos D). Assim, a Hamiltoniana fica:

H=p, y+p..I-pu/r*+pl (5)
€, novamente com o Principio de Méximo de Pontryagin, o valor 6timo de I™ (I'*) é:

[*=Tau(©).U(p.4p.) (6)
onde:

U(x)=(14+1.sign(x))/2 N

vale 1 se p,+p->0 € 0 se p,+p.<0.

Tem-se, entiio, o controle do tipo “bang-bang™, isto é, arcos balfsticos alternados com arcos de
empuxo méximo, conforme o sinal de (p,+p.). No caso p,+p.=0, num intervalo finito, tem-se um arco
singular. Nesse o Principio de Maximo de Pontryagin nio pode determinar o médulo de [ (a
diregfio continua a ser ). Maiores detalhes desse enfoque podem ser encontrados em Marec (1979)
e Kopp e Moyer (1965) e enfoques alternativos em Lawden (1962) ou Robbins (1965).

Assim sendo, é necessdrio estudar o comportamento das equagbes adjuntas:

p=-0H/ar=-p,.G 8)
p.=-dH/dy=-p, ®
p=-0H/dc=~(T"*/W).(p.+p.) (10)

onde G € o tensor gradiente de gravidade (ag/ar).

Combinando as duas primeiras equagbes, tem-se a equagao diferencial para p, o chamado “primer-
vector™:

=G (11)

O problema agora fica resumido 2 integragfio das equagbes adjuntas, para obter-se 0s trechos com
propulsiio e 0s com arcos balisticos. Porém, para que isso seja efetuado, é necessdria a obtengio de um
nimero suficiente de condigdes de contorno, jé que existem elementos do estado final que podem néo
possuir valores fixos (a menos de uma manobra de “rendezvous™). As condigbes de contorno iniciais
e algumas finais (relaches e/ou valores fixos) do estado sio dados pelo préprio enunciado do problema
(6rbita e massa iniciais e valores desejados para a 6rbita final). As demais condigbes de transversalidade
(Bryson e Ho, 1975), que variam de missio para missio (interceptaglo, transferéncia, “rendezvous”,
etc.) Para o problema em questéo (transferéncia com tempo livre) elas séo:

H*=0 (12)
Ra-Yrt R §=0 (13)
Po ¥ot Puaflo=0 (14)
p=-1 (15)

onde g, e g representam O campo gravitacional nos instantes inicial e final, respectivamente.

Porém, néo é conhecido um conjunto completo de condighes de contorno em um mesmo instante.
Essa particularidade impede que uma solugfio analitica geral seja encontrada para esse problema, mas
existem solugbes numéricas, como por exemplo em Subrahmanyam (1986). Esse problema é
conhecido na literatura como “Two Point Boundary Value Problem” (TPBVP).
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Na literatura podem ser encontrados trabalhos especificos sobre a integragio dos multiplicadores
de Lagrange, como os de Vinh (1972), Eckenwiler (1965) e Hempel (1966), que obtém solugbes
analiticas para os arcos balisticos € comparagdes dos resultados com a solugio numérica; ou o de
Handelsmann (1966), que calcula estimativas dos valores iniciais dos multiplicadores de Lagrange a
partir da solugfo bi-impulsiva Gtima.

Também surgiram trabalhos mais especificos, tratando com casos particulares, como Zondervan,
Wood e Caughey (1984), que otimiza a solugfio com trés arcos de empuxo continuo € grandes mudangas
de plano orbital.

O caso impulsivo também tem espaco dentro da abordagem baseada no “primer-vector”. Basta
fazer [,,,—> € t—0, assim:

Ac(finito)=[T",,.dt (16)
onde o integrando cresce ao infinito, mas o intervalo de integragio vai a zero.

Para se evitar problemas mateméticos devidos 2 essa aproximagéo, é conveniente escolher “c”
como varidvel independente, ao invés do tempo. Com isso obtem-se queL t, p,, .. H* e p.sfo constantes
durante o impulso (loga p.=1, pois p.=0 ¢ em 1,p=-1). Para p, sabe-se que p.=p =1, atingindo o valor
1 (com p,=0) nos instantes de aplicacio de empuxo (Marec, 1979).

Uma abordagem semelhante para o caso impulsivo, mas levando em conta o efeito do achatamento
da terra nas equagbes de movimento, pode ser encontrada em Fernandes (1986), Fernandes € Moraes
(1989) (que estuda os casos nio-singulares) e Fernandes (1989) (que estuda os casos singulares). Outra
possibilidade estudada, por Fernandes e Sessin (1989), € essa mesma influéncia do achatamento da
Terra em uma transferéncia de baixo e continuo empuxo, através de uma expansio analitica e aplicagdo
do método de Hori para sistemas candnicos.

Uma outra opgéio, com mais restrigoes, aparece em Wiesel e Alfano (1985) e resolve o problema
da otimizacgio do ponto de vista de tempo minimo {mas, como o empuxo € continuo e de magnitude
constante, isso também significa combustivel minimo) de uma transferéncia entre duas Orbitas
circulares, em que se deseja apenas variagio do semi-eixo maior e da inclinagio do plano orbital. O
autor faz a hipStese de baixo empuxo e comega com os resultados obtidos por Edelbaum (1961) para
o problema de transferéncia em uma tnica revolugéo (com alcance limitado, em termos de semi-eixo
maior ¢ inclinagio) e generaliza o caso de N revolugbes (agora sem limites). A abordagem € a da
utilizagio dos métodos convencionais de Controle Otimo (Bryson e Ho, 1975 e Bryson, (1985), onde
se busca a fungio 6tima de controle (o dngulo entre a dire¢io do empuxo aplicado € o plano orbital,
e 0 momento de aplicagio dos mesmos), pois os demais parimetros sio fixos.

Um problema comum a todas essas abordagens é que elas fornecem como solugio uma trajetéria
nominal, que nunca pode ser seguida com precisdo infinita. Uma das maneiras de se resolver esse
problema € acoplar a0 método escolhido um algoritmo, em tempo real, de corregio do controle em
fungdo do erro acumulado, como o desenvolvido por Tapley e Fowler (1966).

O Problema de Trés Corpos

A grande maioria dos trabalhos apresentados até o momento trata do problema com o uso da
modelagem de dois corpos. O primeiro a utilizar o modelo de trés corpos € provavelmente o trabalho
feito po D’ Amario em sva dissertagfio de doutorado (D’ Amario, 1973), posteriormente transformado
no artigo D’ Amario e Edelbaum (1974). A teoria do “primer-vector” foi aplicada ao problema restrito
de trés corpos para obter uma transferéncia impulsiva 6tima. O nimero de impulsos ndo € dado “a
priori”, mas sim encontrado pelas condigbes de otimalidade. O trabalho combina resultados analiticos
com métodos numéricos. Essa mesma técnica foi posteriormente utilizada em Hiday e Howell (1992)
em um problema de transferéncia entre érbitas “Halo”, que sio 6rbitas existentes no problema restrito
de wrés corpos, quando formulado em trés dimensGes, e que permanecem aproximadamente em um
plano perpendicular ao plano orbital dos dois primérios. Maiores detalhes sobre esse tipo de rbita
podem ser encontrados em Breakwell ¢ Brown (1979), Richardson (1980) ¢ Howell (1983). Também
podemser encontradas variantes tratando especificamente de transferéncias entre os pontos Lagrangeanos
do sistema Terra-Lua e a Lua (Broucke, 1979).
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Uma outra possibilidade aberta pela modelagem de trés corpos € o uso de 6rbitas de transferéncia
ciclicas. Nesse caso € utilizada uma 6rbita que faz com que o veiculo espacial faca sucessivas passagens
pelos dois corpos envolvidos na transferéncia, de modo a manter um sistema de transporte continuo
(pequenos veiculos fazem o transporte da superficie até o encontro com o veiculo transportador),
Exemplos dessa linha de pesquisa sdo: Aldrin (1985) que explica os conceitos bésicos desse sistema
para transferéncias entre Terra-Lua e Terra-Marte; Uphoff e Crouch (1991) que estuda em mais
detalhes o caso Terra-Lua; Sponaugle et. al. (1991) que estuda transferéncias ciclicas entre os pontos
Lagrangeanos dos sistemas Terra-Lua e Terra-Marte.

Outra variante interessante, aberta pela modelagem de trés corpos, € a demonstrada em Bond et.
al. (1991) que wutiliza o ponto Lagrangeano intermedidrio entre a Terra ¢ a Lua como um né
intermediério de transferéncia.

O Problema de N-Corpos

A modelagem de missdes espaciais como um problema de N-corpos é uma inovagdo recente, A
grande motivagio surgiu com a possibilidade de uma missio completa a todos os planetas dos sistema
solar exterior com um Gnico vefculo explorador (como as missdes Voyager [ e IT). Por essa razdo, a
maioria dos trabathos foi desenvolvido nas duas Gltimas décadas e por um nimero reduzido de
pesquisadores. Um dos primeiros trabalhos foi desenvolvido por Breakwell € Perko (1966), onde uma
sucessdo de conicas heliocéntricas sdo combinadas para produzir uma trajetéria completa. Mais tarde,
D’Amario et al. (1979) desenvolveria um método para otimizagho de trajetérias com passagens
préximas por virios corpos, baseado numa aproximacfio analitica do problema de trés corpos feita por
Wilson (1970) e aplicada a0 problema em questio por Byrnes (1979). Esse mesmo método seria
aperfeigoado em D* Amario, Byrnes e Stanford (1981) com o objetivo de reduzir o tempo necessério
a0 célculo da solugdo através de eliminagio de fungbes de penalidade e substituicio de varidveis.
Depois disso, o custo para o veiculo escapar do planeta original e ser inserido no planeta final seria
acrescentado ao modelo em D’ Amario, Bymes e Stanford (1982). Usando esses procedimentos, vérias
missbes foram estudadas: uma missio Galileo visitando o cometa de Halley e Japiter (Byrnes e
D’Amario, 1982); uma missdo Galileo indo direto a Jipiter (D' Amario e Byrnes, 1983), missdes
Galileo indo a viérios asterides ¢ cometas (Bymes ¢ D*Amario, 1983).

Conclusdes

O problema da transferéncia de 6rbitas para um veiculo espacial foi definido e as diversas
modelagens de dindmica, atuadores ¢ métodos de otimizagio foram descritos.

A literatura disponivel foi estudada, e mais de uma centena de referéncias foram apresentadas com
comentdrios. As transferéncias mais utilizadas foram descritas em maiores detalhes.
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Sumério

Neste trabalho apresenta-se um modelo de turbuléncia de trés equagoes para a determinagio de grandezas turbulentas,
como as flutuagdes de temperatura, energia cinética de turbuléncia e sua taxa de dissipagio. As equagbes de
conservagho sio discretizadas pelo método dos volumes finitos. O modelo é com parado com resultados experimentais
de dois tipos de escoamentos turbulentos de ar atrds de grelha, O primeiro, turbuléncia homogénea isotérmica atris
de grelhas (Warhafte Lumley, 1978), permitiu validar o modelo em configuragtes com tem peratura média constante.
O segundo, com gradiente de temperatura (Sirivat e Warhaft, 1982), permitiu validar o modelo nas situagdes onde
o termo de produgio das flutuages de tem peratura, devido ao gradiente de temperatura, é importante.
Palavras-chave: Turbuléncia - Escoamento atris de Grelhas - Flutuagio de Tem peratura - Modelo k-e.

Abstract

[n order to predict the tem perature fluctuations in turbulent flows, we have used a turbulence model with three
transport equations for mean square tem perature variance, turbulent kinetic energy and the rate of kinetic energy
dissipation. The governing field equations are the Navier-Stokes, continuity and energy equations. The finite volume
method is em ployed to solve numerically these equations. The results of calculations with this model are compared
with the measures of two experiments. The first one, an homogeneous hot turbulence below a grid (Warhaft and
Lumley, 1978), allows us to test the model in a configuration with a constant mean temperature. The second
experiment, a grid turbulence with cross -stream tem perature gradient (Sirivate Warhaft, 1982), allows us to tes the
model in a situation where the generation rate term of & due to mean temperature gradient plays an important part.
Keywords: Turbulence - Grid-generated flows - Tem perature Fluciuations - k-¢ model.

Introdugéao

Afim de prever as flutuagdes de temperatura em escoamentos turbulentos, foi desenvolvido um
modelo de turbuléncia com trés equagdes de transporte para a varifincia da fluluagio de temperatura
(6%), energia cinética de turbuléncia (k) e a taxa de dissipagio de energia cinética (¢). O fluido €
considerado incompressivel e Newtoniano. As propriedades viscosidade, condutividade térmica e
calor especifico sfo consideradas constantes. Para a densidade, foi considerada a sua dependéncia com
a temperatura utilizando a aproximagio de Boussinesq. Para tratar 0 escoamento turbulento, a
velocidade, pressio e temperatura sdo decompostas em partes médias e flutuantes nas equagdes de
Navier-Stokes, continuidade e energia. O tensor de Reynolds é determinado, utilizando a viscosidade
turbulenta com o modelo k-£. Os fluxos de calor turbulento, sio determinados usando uma difusividade
turbulenta com um valor constante para o nimero de Prandtl turbulento. A equagio para a flutuagio
de temperatura € “fechada” com a lei do primeiro gradiente para os termos de difusio turbulenta. A
relagiio entre as escalas de tempo da turbuléncia térmica e hidrodindmica € empregada na determinagao
da taxa de dissipagio das flutuagdes de temperatura. O método dos volumes finitos € utilizado para
resolver numericamente esse sistema de equagbes diferenciais. Todas as grandezas escalares sio
tratadas no centro dos volumes de controle e as velocidades sio localizadas no centro das faces do
volume de controle; esta escolha € o principio da malha entrelagada. As equagbes sio discretizadas no
tempo na forma semi-implicita. Este método é derivado do método SOLA desenvolvido por Hirt,
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Nichols e Romero (1975). O c6digo vsado é o TRIO:VF/CEA, e o computador foi um CRAY-1. Os
resultados desse modelo foram comparados com medidas de duvas experiéncias. A primeira, turbuléncia
homoggnea atrds de grelhas (Warhaft e Lumley, 1978), permitiu testar 0 modelo numa configuragio
de temperatura média constante. A segunda, escoamento atrés de grelha com gradiente de temperatura
cruzado (Sirivat e Warhaft, 1982), permitiu testar o modelo numa situagio onde os termos de produgio
de flutuagio de temperatura sio importantes.

Equagdes de Transporte das Grandezas Médias

O fluido é considerado incompressivel ¢ Newtoniano. No que concerne as propriedades fisicas,
considera-se a viscosidade, condutividade térmica e o calor especifico como constantes. Para a
densidade prevé-se sua dependéncia da temperatura a partir da aproximagio de Boussinesq:

p(T)=p°-pB(T-T*) M

onde p® representa a densidade na temperatura de referéncia (T*) e 8 o coeficiente de expansio
volumétrica.

As variagbes da densidade sio levadas em consideracio somente no termo de forca de volume da
equaciio da quantidade de movimento.

A fim de tratar o escoamento turbulento usa-se a decomposigio de Reynolds, que iguala as varidveis
instanténeas, velocidade (U), temperatura (T) e pressio (P) 4 soma de um valor médio e um valor
flutuante:

U=04u, ; P=Psp ; T=T+0 )

U, P e T representam os valores médios das componentes instantfineas e u, p e 6 as componentes
flutuantes.

Aplicando-se essa decomposigio para as varidveis em questio nas equagbes locais instantfineas,
obtem-se as seguintes equagbes de conservagio para as grandezas médias.

Conservacio da massa

a0, (3)
ax;

Conservagéo da quantidade de movimento

al, o ap a8 , a0, —

s = (@0U)=- it L 1-8(T- 4

» e e = v 1+ (1-B(T-T%) ©
Conservagéo de energia

aT o ) aT

L L v AL

at % ax; x; @ o%; - ®

Esse sistema de equagdes apresenta duas novas incognitas, o tensor de Reynolds () e o fluxo de
calor turbulento (18). O tensor de Reynolds serd determinado com o modelo de turbuléncia
hidrodindmico k-e. O modelo que emprega o conceito de ndmero de Prandtl turbulento serd utilizado
na determinago do fluxo de calor turbulento.

Modelo de Turbuléncia para a Hidrodinadmica
Para a determinagfio do tensor de Reynolds foi utilizada a hip6tese da viscosidade turbulenta (v).

Nessa modelagem postula-se a proporcionalidade entre o tensor de Reynolds e o tensor de deformagio
média (D), com ajuda da viscosidade turbulenta:
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uy=v,D-2/3kd; (6)

sendo
a0, a0j
D= SN + _]
ox;  dx

A viscosidade turbulenta é determinada a partic do modelo k-g, onde k € a energia cinética de
urbuléncia e € a sua taxa de dissipagao:

k?
v=C, —, onde C,=0,09
E

@)

Energia cinética de turbuléncia (k)

A equagio da energia cinética de turbuléncia na forma diferencial modelada € escrita como (Rodi,
1978) :

= —( — — )+P+G-¢ (8)
Dt ax, P, dx
__ aU
P=-uy % H G=-ﬁglﬂ_ﬁ e Pr=10
X

i
P representa a produgio de energia cinética turbulenta devido aos gradientes de velocidade e G a
produgio de energia cinética devido as forgas de volume.

Taxa de dissipagéo de k (g)

A equacdio da taxa de dissipagiio da energia cinética de turbuléncia € utilizada na seguinte forma
(Rodi, 1978):

D_E = a_ l B_E )*Fente (EJ

9

Dt ax;

Pr, ax

2
Fonte (e)=C..(l+Cl3R.)(P+G)~% -C., -i—-

com Pr=13 ; C,=144 C,=192 ; C,=08 e R, ¢o namerode Richardson
Nomenclatura
B = passodagrelha Pr, = constante daequagéo U = fluxo de calorturbulento
colocada no tinel de de k 8 = varidncia das flutuagées
vento R = razéo entre as escalas detemperatura
C = constantes dos modelos de tempo da turbuléncia =
D = tensordedeformacgao térmica e da turbuléncia P. = produgéodeb”
G = produgéode k devido hidrodinamica ¢, = dissipagho de 8*
aos efeitos de empuxo R, = nimerode Richardson 1 = escaladetempoda
k = energiacinéticade turbulento, -G/(P+G) turbuléncia P
turbuléncia Z = coordenada vertical hidrodindmica
P = produgéodaenergia a, = difusividadeturbulenta
cinética de turbuléncia ¢ = dissipagao de k % = escaladetempoda
Pr, = ndmero de Prandtl v, = viscosidade turbulenta turbulénciatérmica
turbulento ug, = tensorde Reynolds



a8z Gilmar Mompean Munhoz da Cruz

Modelo de Turbuléncia para a Parte Térmica

Para a determinagdo do fluxo de calor turbulento, a hipétese da difusividade térmica turbulenta é
empregada. Essa difusividade € determinada a partir de um niimero de Prandtl constante Pr;:

aT v

00=-0, =, onde o= —- (10)
ax, Pr,

Frequentemente, o valor 0,9 € utilizado para Pr,.

Equacéo da flutuagéo de temperatura:

A equacio para a varifincia da flutuagio de temperatura é obtida a partir da equacfo da energia, com
a decomposi¢io de Reynolds, pela diferenca entre as formas instantfinea e média:

Di§? 8 030
._...=i(q_a_._@))_2§]§£.2u L (11)
Dt ax  ax ax; ax; dx;

1 2 3 Py €a

Os termos acima possuem os seguintes significados:

1 Termo transiente e convectivo do campo de velocidade média
2 Difusio molecular

3  Difusdo devida & convecgio turbulenta

Py  Produgdo pelo gradiente de temperatura média

gy Dissipagio das flutuagbes de temperatura

Como estamos testando o modelo para escoamentos em regime turbulento, estamos trabathando
com grandes nimeros de Reynolds (~10.000), entdo o termo de difusio molecular pode ser desprezado
(Cruz, 1989). O termo de difuséo devido a convecgio turbulenta é modelado a partir da fei do primeiro
gradiente:

¢ o

_@ECB
€ dx;

(12)

O valor aqui empregado para C, € 0,13 (Spalding, 1971).
Com as hipGteses acima, a equacéo para a varidincia da flutuagfio de temperatura a ser resolvida é:

DB 4 k? 60  _— oT
— = — (Cy— — )20 —-2 13
Dt ax,( o ax]) £ ax; N e

O termo de dissipagfio das flutuagdes de temperatura é aqui modelado a partir da relagfio entre o
tempo de decaimento de turbuléncia térmica e o tempo de decaimento da turbuléncia hidrodindmica.
Por defini¢io essa relagio pode ser expressa como:

02
R=i=2——E— (14)
T

Virios trabalhos foram realizados no sentido de determinar o valor do fator R a partir de
escoamentos atrds de grelhas. Em (Warhaft ¢ Lumley, 1978) encontra-se uma revisio dos valores
obtidos por diversos autores, em escoamentos atrds de grelha aquecida. Eles mostram que os valores
do fator R encontrados podem variar de 0,4 a 1,6 para os casos estudados.

Nesse trabalho vamos mostrar uma anélise de sensibilidade numérica do valor do fator R, dentre
os valores utilizados usualmente, no nivel da varifncia da flutuagio de temperatura,
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Tratamento Numérico:

Para a discretizacio espacial das equagbes de conservacio emprega-se 0 método dos volumes
finitos. Bssas equagbes sfio integradas sobre um volume de controle e aplica-se o teorema de Gauss para
a transformacio das integrais de volume em integrais de superficie. As grandezas escalares,
temperatura, pressdo, energia de turbuléncia (k) e a sua taxa de dissipacio (e), sfo tratadas no centro
dos volumes de controle. As grandezas vetoriais, velocidades e fluxo de calor turbulento, sdo
localizadas no centro das faces dos volumes de controle. Essa escolha de localizagio das varidveis
constitui o principio da malha entrelagada. Para a discretizagfio temporal o método SOLA, (Hirt et al.,
1975) é empregado. Esse € um método de discretizagio semi-implicito para o termo de gradiente de
pressdo na equacfio de conservagiio da quantidade de movimento. Para as equagbes da energia, de k e
£, 0 esquema de discretizaglo € explicito. Esse método numérico estd mostrado em detalhes em (Cruz,
1989).

O cbdigo de célculo usado foi 0 TRIO/VF do Centre d' Etudes Nucleaires de Grenoble (CENG),
€ o computador foi um CRAY-1. A malha utilizada para os cilculos € composta de 31 pontos na diregio
horizontal e 32 pontos na diregio vertical,

Resultados e Comentéarios:

Esse modelo € aplicado para dois tipos de configuragdes: a) escoamento turbulento de ar isotérmico
atrés de uma grelha, b) escoamento de ar atrfis de uma grelha com gradiente de temperatura. As
comparagdes dos resultados, entre valores obtidos pelo modelo com as medidas experimentais, serio
realizados para o regime permanente, apesar do modelo permitir a simulagfo do regime transiente.

A primeira experiéncia (a) utiliza uma grelha com um passo B=2,54 c¢m, colocada no interior de
um tunel de vento vertical. A secgfio de teste tem um comprimento de 167B ¢ uma 4rea de 16Bx16B.
A velocidade média do ar € de 6,5 m/s. O niimero de Reynolds, baseado no passo da gretha, é de 10.000.
A porosidade da grelha € 0,66, constituida de barras quadradas de 0,476x0,476 cm. Os valores obtidos
experimentalmente sio fornecidos por Warhaft e Lumley (1978). Entre as vdrias medidas experimentais
fornecidas por Warhaft e Lumley, dois casos foram selecionados para a comparagio com o modelo.
gprimciro caso com uma temperatura média do ar de 300 K e o segundo com uma temperatura de 308

Para essas configuragbes foram utilizadas quatro tipos de condiges limites. Na entrada do dominio
computacional (Z/B=80), foram impostos os valores medidos experimentalmente para a velocidade,
temperatura e grandezas turbulentas. No centro do tunel foi vtilizada a condigao de simetria. A direita
foi imposta uma parede adiabética. Na saida do dominio foi fornecida a pressio atmosférica. A Fig.
1 mostra essas posighes:

Z
2/B=167 T &
3 DOMINIO 4
ZB:&J ¥

1

Velocidade e grandezas escalares impostas (T, k @ &)
Pressao atmosférica

Simetria

Parede adiabética

BWN -

Fig.1 Posigio das condigbes limites
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Para essa experiéncia, os termos de produgio P (devido aos gradientes de velocidade) e G (devido
as forgas de volume) séo nulos. Entio, os termos devido a convecgio e a difusfo apresentam um papel
importante no balango das equacbes de k (8) e de £ (9). A auséncia de gradiente de temperatura, permite
validar o modelo para o caso onde somente os termos de transporte € dissipagao sao considerados na
equagio da flutuagao de temperatura (13). Os valores utilizados para o fator R no modelo numérico sio
valores encontrados experimentalmente por Warhaft e Lumley (1978).

Para a segunda experiéncia (b), foram utilizados os valores obtidos experimentalmente por Sirivat
eWarhaft (1982), que utilizaram a mesma geometria da experiéncia anterior. A Gnica diferenca, da
segunda com a primeira, foi a imposigio de um gradiente de temperatura na grelha. Esse gradiente foi
obtido aquecendo-se diferentemente as barras da grelha. Para efeito de comparagio entre o célculo ¢
as medidas, foi selecionado o ensaio com velocidade do ar de 3,4 m/s (niimero de Reynolds de 5200)
e o gradiente de temperatura de 8,1 K/m.

A Fig. 2 fornece os resultados da comparagio entre o modelo utilizado ¢ as medidas experimentais
para a flutuagio de temperatura na primeira experiéncia. Essas curvas mostram o excelente acordo
existente entre cdlculo € medidas. O desvio méximo entre cilculo e medidas estd em torno de 5% na
regido de saida do dominio (Z/B=165) para o caso de T=308 K. Pode-se salientar que o finico
inconveniente € a utilizagio de valores diferentes de R (obtidos experimentalmente) em funcio da
temperatura, R=0,95 para T=308 K ¢ R=1,05 para T=300 K.

A seguir apresentam-se os resultados obtidos para a segunda experiéncia. Nessa experiéncia todos
os termos das equagio (13) da flutuagio de temperatura, convecgdo, difusio e produgio devido ao
gradiente de temperatura apresentam valores nio despreziveis. A Fig. 3 mostra os resultados obtidos
com a equagio (13), utilizando o fator R=0,8 e dois valores de nimero de Prandtl turbulento 0,35 € 0,9,
Verifica-se que o valor usualmente utilizado de 0,9 em diversos modelos de turbuléncia térmica produz
valores subestimados de flutuagéo de temperatura. Os valores para R=0,8 e Prt=0,35, utilizados aqui
foram obtidos experimentalmente por Sirivat eWarhaft (1982). Para esse caso o desvio mdximo
encontrado é de 15% para Z/B=100.

14+

124 — MODELO T=308K R=0,95
~ --- MODELO T= 300K R= |5
o 104
g

z/8
80 90 100 110 {20 130 140 50 160 170

Fig.2 Comparagio entre cilculo e medidas da evolugio da varifincia de flutuagéo de
temperatura - grelha isotérmica
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Fig.3 Comparagiio entre cdiculo e medidas de flutuagdo de temperatura - grelha com gradiente térmico

Os valores obtidos para a dissipagio da flutuagio de temperatura (£g) foram comparados com os
valores medidos, € estdo presentes na Fig. 4. O desvio mdximo encontrado para os valores da dissipagio
da flutuagio de temperatura ¢ de 16% para Z/B=80.

Nas Figs. 5 e 6 apresentam-se respectivamente as comparagbes entre cdlculo e medida para a
evolugdo da energia cinética de turbuléncia (k) € sua taxa de dissipagdio (). Os resultados mostram uma
excelente previsio do modelo k-g, entre as cotas verticais Z/B=60 e Z/B=160. O desvio miximo
verificado entre valores calculados e medidos de k e € € de 9% para os valores de k em Z/B=120 (Fig.
5.
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Fig.4 Comparagiio entre céiculo e medidas da evolugio da dissipagio de flutuagio de
temperatura - grelha com gradiente térmico
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Conclusodes

O modelo de turbuléncia a trés equagbes aqui empregado permitiu que fossem estimados os valores
de grandezas turbulentas, como as flutnagdes de temperatura, energia cinética de turbuléncia e sua taxa
de dissipagio em escoamentos alrds de grelha com temperatura uniforme e com gradiente de
temperatura. Os resultados obtidos com esse modelo mostram um bom acordo com valores obtidos
experimentalmente, apresentando um desvio méximo da ordem de 16% para as grandezas turbulentas
(o desvio méximo foi obtido no célculo da dissipagio das flutuagbes de temperatura), Constata-se que
essa concordincia depende fundamentalmente dos valores utilizados para as constantes presentes no
modelo, como o fator R € o namero de Prandtl turbulento. Nos casos estudados de turbuléncia atrés de
grelhas, j& largamente explorados experimentalmente, dispomos de valores medidos para essas
constantes € de bons valores para as condigbes limites necessdrias para o modelo numérico. Esse fato
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possibilitou a validagfio do modelo para aplicagdes em turbuléncia de grelha isotérmica e com gradiente
de temperatura.

Deve-se trabalhar ainda na construgio de modelos finos para a descrigio da turbuléncia. O
conhecimento de valores medidos de grandezas turbulentas, para diversos tipos de escoamentos
facilitard o ajustamento de constantes para as equagbes das escalas caracteristicas ¢ a validagfio desses
modelos.
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Abstract

Theinfluence of surfactants on the pool boiling behavior of aqueous polyacrylamide solutions has been studied. The
test section consisted of an electrically heated horizontal platinum wire submerged in a saturated pool of liquid at
atmospheric pressure. The polymer selected for these studies was Separan AP-30, an anionic polyacrylamide. Two
surfactants were used in these studies, the anionic sodium lauryl sulfate (SLS), and the non-ionic polyoxyethylene
sorbitan monooleate (Tween-80).

Various combinations of polyacrylamide and surfactant dissolved in deionized water were studied. For each solution
the steady shear viscosityr, the dynamic phase shift angle (a measure of elasticity)d, and the surface tensionowere
measured. In general, the values of 1) and b are dominated by the amount of polymer additive, whereas the values
of o are dominated by the surfactant concentration. The presence of surfactants generally results in a decrease in
elasticity relative to the values found for the aqueous polyacrylamide solution.

The surface tension values of the aqueous solution of SLS or Tween-80 were significantly lower than the values for
deionized water. Surprisingly the boiling performance of the aqueous surfactant solutions did not differ from that
found for water alone. For the 250 wppm aqueous Separan solution the boiling performance is inferior to that found
for deionized water alone.

‘The presenceof the surfactant Tween-80in the aqueous polyacrylamide solution resulted in a reduction in the surface
tension but the boiling performance was not affected. In contrast, the presence of SLS in the 250 wppm aqueous
polyacrylamide solution resulted in a significant increase in the heat transfer coefficient relative to the boiling
performance of deionized water.

On the basis of these results, it can be concluded that lowering the surface tension of an aqueous polymer solulion
does not guarantee enhancement of the boiling heat transfer performance. Therefore the enhancement in boiling heat
transfer reported earlier for aqueous Natrosol solutions is not due to its lower surface tension value.

Keywords: Non-Newtonian Fluids; Pool Boiling; Heat Transfer Enhancement; Experimental Methods

Introduction

Boiling heat transfer is acknowledged to be a convenient means of transferring large amounts of
heat with relatively small temperature differences. Applications range from cooking to steel making,
from evaporators to rocket engines, and from the power industry to computer design. Westwater (1969)
has pointed out that the boiling process may involve as many as 42 variables: the physical properties
of the liquid, the conditions of the heating surface, the geometry and orientation of the heating surface,
the level of the superheat, etc. Given this background it is not surprising that boiling heat transfer cannot
be predicted from first principles. However, within the last few decades a great number of empirical
or semi-empirical correlations have been proposed for predicting boiling behavior. Among these, the
most popular are the correlations of Rohsenow (1952); Forster and Zuber (1955); Forster and Greif
(1959), Kutateladze (1963); and Nishikawa and Yamagata (1960). Recently, Nishikawa and Fujita
(1990) have proposed a new correlation which is based on the thermodynamic similarity of thermal
properties, but a number of empirical factors are still required. Recognizing that the majority of
traditional heat transfer fluids are Newtonian, most of the pool boiling research has concentrated on
such fluids and the available boiling correlations. are restricted to Newtonian fluids.

A noted exception is the pioneering work of Kotchaphakdee and William (1970) who studied the
nucleate pool boiling of aqueous polymer solutions. They reported that the heat transfer coefficients
of HEC (hydroxyethyl cellulose) and PAM (polyacrylamide) solutions were as much as 250% higher
than those of water on an upward facing heated flat plate; they also concluded that surface tension is
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a minor variable. In the intervening twenty years, a limited number of studies of the nucleate boiling
behavior of aqueous polymer solutions have been reported. Some of these investigators, Gannett and
William (1971), Wagle (1972), Papaioannou and Koumoutsos (1982), Wei and Maa (1982), reported
findings which are consistent with those of Kotchaphakdee and William (1970). However other
researchers reported results that disagree with those of Kotchaphakee and Williams. On the basis of
all of these studies, it is difficult to draw any definite conclusions. A systematic study of the pool boiling
performance of aqueous polymer solutions on various surfaces and surface geometries is still needed.

The recent studies of Hu (1989) of nucleate pool boiling from a horizontal wire in polyacrylamide
(Separan AP-30) and hydroxyethyl cellulose (Natorsol 2S0HHR) aqueous solutions represent a step in
that direction. For a fixed heat flux q" the value of the heat transfer coefficients h for the Separan
solutions were somewhat lower than the values found for water alone. In contrast, the boiling heat
transfer coefficients for the Natrosol solutions were found to be considerably higher than those found
for water in the high heat flux regions, as illustrated in Fig. 1. Both of these aqueous palymer solutions
are viscoelastic and their physical properties such as density, specific heat, and thermal conductivity
are about the same. An exception is the surface tension values which for the Separan solutions were
found to be equal to the values for water while the surface tension of the Natrosol solutions were found
to be 10% lower as shown in Fig. 2. These measurements raised the question of the influence of surface
tension on the pool boiling behavior of agueous palymer solutions.

10" | — Ty e
Natrosol 250HHR ]
O 500 WPPM ﬁe ]
v 1000 WPPM 8 ]
O 1500 WPPM 2 |
A 2000 WPPM o
—~ ¢ 3000 WPFM g
3 ] DEIONIZED WATER
B
o
o 10 ¢ 3
\ 3 b
= { ]
St
< _ I
_ g
10'1 A i PR i ol 4 i " de it i
10° 10! 107
" 2
q" (W/em?)
Fig. 1. Natrosol 250HHR solutions bolling data
Nomenclature
h = heattransfer coefficient y = shearrate (sec) o = surface tension
) Wiem= b = phase shiftangle (dyne/em)
q" = heat flux (W/iecm?) {degree) w = oscillatory frequency
= steadyapparent (rad/sec)

viscosity (poise)
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For pure Newtonian liquids, it has been reported that the values of the boiling heat transfer
coefficient h are proportional to o°, Westwater (1969), where n varies from -1.65 to -0.5. A number of
studies have been carried out with the goal of increasing the heat transfer coefficient of nucleate boiling
by adding a surfactant to the working fluid to depress the values of o. In these investigations involving
surfactants the value of the exponent n is reported to vary from -3.30 to 1.28, Yang and Maa (1983).
In fact Lowery and Westwater (1957) reported that it is possible to improve the heat transfer

performance of a Newtonian fluid by adding special wetting agents which do not reduce the surface
tension,

gn L 1 3 3 1 1 L]
r Natrosol 250HHR
[ O 250 WPPM j
80 |- a 500 WPPM _
i C 1000 WPPM i
v 2000 WPPM
----- o .- Tabulated waler data ]
= 70| T g, o i
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‘,5':,- o o a2 G TR s
3 ¥ $ B T sy
e il at _
S 60} o
=
50 i
40 " 1 " 1 1 " 1

20 25 30 35 10 45 50 55 50 B85 70 5
T (°C)
Fig.2 Natrosol 250HHR sclutions surface tension measurements

Against this background, it appears that the effects of surface tension on boiling heat transfer are
not well understood for both Newtonian an non-Newtonian fluids. A study of the influence of
surfactants on the pool boiling behavior of aqueous polymer solutions was initiated in the hope that it
might provide some insight into the pool boiling process.

Experimental Method

Deionized water was used as the solvent for each solution studied in this investigation. An anionic
modified linear polyacrylamide with a very high molecular weight, Separan AP-30 (Dow Chemical
Company, Midland, MI) was used in this study. The selected surfactants for this study were sodium
lauryl sulfate, SLS (C,,H,sNaSO,), and polyoxyethylene sorbitan monooleate, Tween-80 (CgH,,.0,).
Both surfactants are produced by Sigma Company (St. Louis, MO). The combinations of AP-30 and
SLS, and AP-30 and Tween-80 aqueous solutions listed on Table 1 were investigated. Fig. 3 illustrates
the chemical structures of Natrosol 250HHR, AP-30, SLS, and Tween-80.
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Table i Combinative concentrations of polymer and surfactant used In pool bolling experiments

AP-30 (wppm)

SLS (wppm)

Tween-80 (wppm)

ggﬁg@cooco

0
0
0
125
500
0
0
0
125
500

The surface tension and the steady shear apparent viscosity of each solution were measured before
and after each boiling experiment. A Sensadyne 6000 tensiometer (CSC, Scientific, Fairfax, VA) was
used for the surface tension measurements, Hu et al (1991). The apparent viscosity values were
measured over a wide range of shear rates, requiring a Rheometrics Fluids Spectrometer Model 8400
(RFS-4000) (Rheometery Inc., Piscataway, NJ,1986), a Brookfield Viscometer (Brookfield Engineering
Laboratories Inc, Stoughton, MA, 1985) and a laboratory built capillary tbe, Yoo (1974).
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Dynamic oscillatory viscometric measurements were carried out to obtain a quantitative measure
of the fluid elasticity. The phase shift between the input frequency of oscillation and the output response
when the testing liquid is subjected to an oscillatory motion provides this information. A 90° phase shift
corresponds to a purely viscous fluid while a 0° phase shift corresponds to a purely elastic material.

The studies of the pool boiling heat transfer of each solution were carried out on an electrically

heated platinum wire 0.0254 cm in diameter and 15.24 cm in lenght. The wire also served as the wire
temperature measuring device. The detailed experiment setup is described in Hu (1989).
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Results and Discussion - Property Measurements

It is reasonable to assume that the addition of polyacrylamide and surfactant to deionized water has
little influence on properties such density, specific heat, thermal conductivity, Yoo (1974). The major
properties influenced by the present additives are the apparent viscosity, the surface tension, and the
dynamic phase shift. However, these three physical properties - the surface tension, the apparent
viscosity, and the phase shift angle - are greatly affected by the additive concentrations.

Separan AP-30 with SLS Solutions

Aqueous solutions of AP-30 with and without SLS are first considered. Fig. 4 reveals that the
presence of 250 wppm of SLS in deionized waler results in a significant reduction in surface tension
relative 10 the value for water alone. An increase in the concentration of SLS to 1000 wppm results in
a further decrease in the surface tension to values below 50 dynes/cm. The addition of 250 wppm of
polyacrylamide to the SLS solutions makes very little difference in the surface tension values.

The steady shear viscosity measurements shown on Fig. 5 reveal that the aqueous polymer solution
has the highest steady shear viscosity values. The values of v decreases as the concentration of SLS
increases, especially in the low shear rate range. In the absence of the polymer, the value of the apparent
viscosity of the aqueous SLS solutions is equal to that for ionized water. Finally, it should be noted that
the aqueous polymer solutions containing the surfactant show a large decrease in the low shear rate
viscosity as a result of the boiling process, reflecting the fact that the Separan-SLS solutions are more
susceptible to degradation,

The oscillatory phase shift measurements presented on Fig. 6 reveal that the 250 wppm polyacrylamide
aqueous solution is the most elastic of the solutions studied. The presence of SLS results in an increase
of the phase shift, refleting a decrease in elasticity, over the frequency range studied.
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Tween-80 with Separan Solutions

Figs. 7 and 8 depict the results of the surface tension and steady apparent viscosity measurements,
respectively. The values of surface tension for Tween-80 solution decrease with an increase in
concentration of Tween-80. The surface tension of these solutions are not affected by the presence of
250 wppm of AP-30. The surface tension measurements at room temperature taken after the boiling
experiment are about the same as those found for the fresh solutions.

The apparent viscosity for aqueous Tween-80 solutions indicates that these solutions behave as
Newtonian fluids with the viscosity equal to the values for deionized water. The addition of 250 wppm
AP-30 to the Tween-80 solutions resulted in a dramatic increase in the low shear rate viscosities. In
fact, the three aqueous solutions containing 250 wppm polyacrylamide all showed the same steady
shear viscosity values (i.e. the viscosity was dependent on the concentration of polyacrylamide and
independent of the concentration of Tween-80). Finally it should be noted that the polymer solutions
containing Tween-80 showed significant degradation as a result of boiling as compared to the Separan
solution alone.

The oscillatory viscometric measurements revealed that the addition of 125 wppm of Tween-80 to
250 wppm of polyacrylamide resulted in a slight increase in the phase shift, 8, reflecting a slight
decrease in elasticity as compared to the aqueous polymer solution. However, an increase in the
surfactant concentration to 500 wppm resulted in an aqueous solution having the same elasticity as the
aqueous Separan solution. In general, the fresh solutions with Tween-80 showed a higher value of
elasticity than the SLS solutions. However, the Tween-80 solutions, after boiling showed a substantial
increase in 8, reflecting a loss of elasticity due to degradation of the polymer-surfactant solution.

100 ——— =y . A
20 | veg v :
80 vve?d®,
o) Uog ]
70 o & 8 ﬁ ;
60 o ‘ a 5
(0] ]
50 (8] o
e v
40 o
0} o)
L]
=)
é 30 ¢ o 1
&0
20 - = o |
250 WPPM AP-30 [e]
250 WPPM AP-30 WITH 250 WPPM SLS v ¥
250 WPPM AP-30 WITH 1000 WPPM SIS O =
10 " PR MY | . 1 M PO Y 1
107! 10° 10! 102

) (sec™)
Fig.6 AP-30 Separan with SLS solutions oscillatory phase shift measurements



Pool Boiling of Aqueous Polyacrylamide Solutions: The Influence of two Surface Active Agents 95

a0 T T T ' o
After
Fresh Eoiling |
- 250 WPPM AP-30 with 123 WPPM Tween-80 O [ ] 1
0o - 250 WPPM AP-30 with 502 WPPM Tween—-80 W v H
i 250 WPPM AP-30 [o] y
E 125 WPPM Tween-80 a] "
- 500 WPPM Tween-B80 A A
© [ -0"""'---90__ i
~ 70k ""---.-___,_ﬁ .
2] | Rttt T | |
) @S mmaa, L9
S A ¢ o L SN
A 4 o — -
L v i
= A % @
80 | v 43 D "
b L3 @ n) 7
o )
" J
50 + b4 3
Tabulated water data « =~
Water @
‘0 1 1 1 L i L i 1 L 1
20 25 a0 35 40 45 50- &6 BO Es 70 7%
T Y
Fig.7 AP-30 Separan with Tween-80 solutions surface tensions measurements
to’ e —— T B R e
_ AFTER | ]
FRESE  BOILING | -
250 WiHM AP-20 WITE 125 WPPM TWEEN-80 QO ® J
250 WEPM A2-30 WITF 300 WPPM TWEEN-8 © ¥ ]
250 WPPM A2-30 S @
& 125 WPPM TWEEN-80 O
B SR 50C WPPM TWEEN-80 A 7
¥ ¥ DEIONIZED WATER @
& O e 9 %
-
© 2 0 ‘Oo&
2 & Y
o} c 4 %
£y * v
— -1 | % -
10 o? ]
| e
s ¢ o 3 ]
Y vy v S Y o %
7 ® cﬁ
AR
v 0@
;0-2 L o E B
i saaal L PO T D I | waal aaaanl
10”1 10° 10! 102 10?

¥ (sec™)
Fig.8 AP-30 Separan with Tween-80 solutions apparent viscosity measurements



96 A.T.A. Wang and J.P. Hamett

- — v T v . b | ¥
0| g w R
DgD0D¥VVY m Vv
Y oo v v av 1
80 Onm vy v
B TvE
50 nouo ;
40 ¥ :
‘E‘ 0
)
2 » s
“O
20 - 1
250 WPIPM AP-30 [0}
250 WPPM AP-30 WITH 125 WPPM TWEEN-80 V ¥V m
250 WPPM AP0 WITH 500 WPPM TWEEN-80 [0 W
10 A L 1 a " aal
107! 10° 10! 10%

@ (sec™)
Fig. @ AP-30 Separan with Tween-80 solutions oscillatory phase shift measurements

Pool Boiling Results and Discussion

The pool boiling data for deionized water are portrayed in Fig. 10. Generally, the measurements
agree reasonably well with the predictions of Kutateladze (1963) and Nishikawa (1960), at high heat
fluxes and with Rohsenow (1952) at low heat fluxes.

The pool boiling results for the 250 wppm aqueous polyacrylamide solutions with and without
sodium lauryl sulfate are given on Fig. 11. The shaded area represents the range of values found for
deionized water alone as given on Fig. 10. To begin with, it can be seen that the lowest value of the
boiling heat transfer coefficient is associated with the 250 wppm polyacrylamide solution and that the
boiling performance of the polyacrylamide solution is generally inferior to that of deionized water.
With the exception of a few experimental results in the low heat flux region the addition of the surfactant
SLS to deionized water does not influence the pool boiling behavior, even though the surface tension
values of the aqueous surfactant solutions are substantially reduced as compared to water. Perhaps the
most interesting results are those of aqueous polyacrylamide solutions with the surfactant SLS, At the
lower heating rates, the boiling performance of these solutions are in general agreement with those
found for deionized water. However at the higher heating rates the boiling heat transfer coefficient for
the 250 wppm SLS - 250 wppm polyacrylamide solution yielded values which were higher than those
found for water alone and dramatically higher than that found for the aqueous polyacrylamide solution.
Increasing the SLS concentration to 1000 wppm results in further heat transfer enhancement and this
behavior begins to approach the results found for Natrosol as shown on Fig. 1. At this point it may appear
that the higher heat transfer results for Natrosol reported earlier are related to the lower surface tension
of Natrosol as compared to water and to the polyacrylamide solution.

Fig. 12 presents the pool boiling data for the polyacrylamide-Tween 80 aqueous solutions. As in
the case of SLS, the Tween-80 in deionized water showed a substantial decrease in surface tension, but
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the boiling performance was in the same range as found for deionized water alone. For the Tween-80
in the aqueous polyacrylamide solution, the measured boiling heat transfer coefficients were somewhat
higher than the values found for the aqueous polyacrylamide solution, but were on the low side of the
values found for deionized water alone. In contrast to the enhanced heat transfer results found with SLS
in the aqueous polyacrylamide solution, the results with the surfactant Tween-80 gave no evidence of
heat transfer enhancement. Thus these studies reveal that a reduction in the surface tension of an
aqueous polymer solution does not guarantee an increase in the heat transfer performance.

On the basis of these measurements it is concdluded that the observed enhancement of the pool
boiling heat transfer coefficient of aqueous Natrosol solutions is not associated with its lower surface
tension value,
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Abstract

The principal objective of this paper is o investigate numerically the gas-liquid phase separation in a vertical T-
junction, A two-dimensional computer code was used 1o solve the two-fluid model equations, using the finite
volume method. Special attention is directed to the modeling of the viscous diffusion term and the constitutive
equation for the interfacial friction term.

The phase separation was simulated considering two different values of the branch to inlet diameter ratio, 0.5 and
1.0, according to the reported experimental results. The flow conditions in the T-junction inlet were related to the
churn-turbulent flow pattern.

Detailed distributions of the void fraction, pressure and velocity of both phases are presented. A good agreement
was obtained between the computer code results and the experimental data. For the mass splif ratios greater then
0.3, the mean deviation was about 10%. However, for lower split ratios, a three-dimensional model would be
more suitable. This work includes also the investigation of the boundary conditions, gravity, viscosity and mesh
size on the phase separation phenomena.

Keywords: Finite Volume Method, Numerical Simulation, Two-phase Flow, T-junction.

Introduction

The two-phase gas-liquid flows in T-junction has several applications in petroleum production
plants such as offshare production manifolds (Oliveira, 1989), steam injection process and offshore
phase separators. There are other applications in power and chemical plants.

The petroleum engineers are often interested on the multiphase flow pressure drop and the flow
configuration in branching geometries. It is well know that the operation, maintenance and the
efficiency of many petroleum processes depend on the flow distribution in the branching pipes.

Many investigations has been undertaken on T-junction two-phase flow during the past 10 years
{Hwang, Soliman and Lahey Jr., 1988). It can be observed from these works that the two phases are
distributed unequally among the T-junction outlet sections. However, the manner in witch the phases
are distributed is not yet well understood.

The objective of the present work is to investigated the ability of the two-dimensional two-phase
flow computer code developed by Moura (1989) to predict the phase separation in vertical T-junctions.

Theoretical Model ’

The theoretical modeling of the two-phase flow separation in T-junctions is very complex, because
of the dynamic interaction between the two phases. The more suitable model for this flow
configuration is the two-fluid model. This model is expressed in terms of two sets of conservation
equations governing the mass, momentum and energy in each phase. However, since the averaged
fields of one phase are not independent of the other phase, the interaction terms witch couple the
transport of mass, momentum and energy across the interface appears in the conservation equations as
source terms.

The two-phase flow in T-junction region is supposed to be isothermal with no mass transfer. This
simplification is acceptable because the small branching region, thus the heat and mass transfer in this
region don’t have a significant influence on the mass and momentum balances. In addition, the
turbulent diffusion processes are neglected. Then the two-dimensional formulation of the two-fluid
model conservation equations (Ishii, 1975) becomes:

Manuscript received January 1993. Associate Technical Editor: Cados A C. Altemani
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Liquid mass balance:
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Gas momentum balance in the x direction:
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Liquid momentum balance in the y direction:
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Gas momentum balance in the y direction:
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where:
I = liquid
g = gas
P = pressure
u = velocity in the x direction
v = velocity in the y direction
a = volumetric fraction
p = density
w = viscosity
g = gravity
K;, = interfacial friction coefficient

o
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Thq terms K]s{u i u,) and K, g("’ e v|) represent the interfacial momentum transfer in the x
and y directions, respgawely.

The equations (1) to (6) constitute a system of six equations that represent the mass and
momentum conservation for each phase. However, there are nine dependent variables. Then, to
complete the equation set, the following relations are used:

= PI(P) (7)
Py = Py (P) ®
o +a, = 1 (9

To solve this set of equations we need to specify a constitutive relation for the interfacial friction
coefficient.

For dispersed two-phase flow the interfacial friction coefficient can be modeled (Ishii and Zuber,
1979) by the following equation:

1
K = gaiCDpclVrl (10)
where:
a, = interfacial area
Cp = drag coefficient
p. = continuous phase density

V_ = relative velocity

The drag coefficient has been modeled (Ishii and Mishima, 1984) for different flow patterns such
as bubbly, slug and churn flow. The interfacial area has been studied (Kataota, Ishii and Serizawa,
1984; DeJesus and Kawaji, 1989) but until now no general model is available.

The two-phase flow in a T-junction exhibit a complex interfacial structure with the phase
distribution quite different from the two-phase flow in a straight tube, Moreover, two or more different
flow patterns may exist in the branching region. In order to overcome these limitations the interfacial
friction expression (10) was extended to a general form by using the mixture density:

Kig = 2,CpPn| V| an
where the mixture density is given by:
Pn = CgPg* 4P (12)

The interfacial area and the drag coefficient are supposed to a function of the volumetric fractions.
The interfacial area must vanish when the volumetric fraction of one phase goes to zero. Then, the
interfacial friction coefficient may be given by:

K, = Culuspml\f'rl (13)
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In this expression the constant C has the dimension of the interfacial area (#) and takes into
account the mean value of the drag coefficient (about one). Equation (13) was used to predict some
experimental phase separation data (Davis and Fungtamasan, 1990). Different values for the constant
C were used ranging from 200 to 800 m! and the more appropriate value 10 predict the experimental
data was:

C=400m"’

Numerical Model

The model equations (1) 1o (9) are discretized following the finite volume method with staggered
grid proposed by Patankar (1980). The numerical algorithm used to solve the discretized equations is
described elsewhere (Moura, 1991) and only the principal steps are presented below.

The momentum equations are rewritten in a non-conservative form. The liquid mass conservation
equation (1) is multiplied by the liquid velocity in the x and y directions and the resulting equations are
subtracted from the liquid momentum equations in the x and y directions, respectively. The non-
conservative gas momentum equations are obtained following the same procedure,

The liquid and the gas mass conservation equations are integrated over the volume centered on the
scalar variables. The value of the scalar variables on the volume faces are calculated by using the full
donorcell scheme.

The liquid and the gas non-conservative momentum equations in both directions are integrated
over the volumes centered on the velocities. The convective and the viscous diffusion terms calculation
are explicit, that is, from the variables values obtained at the previous time step.

The momentum discretized equations are rewritten in order to explicit the phase velocity. In each
of these equations appears the velocity of the other phase. Then the liquid (gas) velocity is eliminated
in the gas (liquid) momentum equation.

Finally, the liquid mass conservation equation is combined with the liquid momentum equation,
resulting in an equation to the pressure and the liquid volumetric fraction. The same procedure is
applied to the gas mass and momentum equations. The resulting equations may be solved by the
Newton iterative method. The difference pressure equation for each phase are combined in order to
eliminate the volumetric fractions.

The final system of pressure equation represent a set of linear equations where the pressure of each
nade is related to the pressure of the neighbouring nodes. This system of equations may be solved by
the Tri-Diagonal Matrix Algorithm iterative method.

Results

Some of the available experimental data (Honan and Lahey, 1981; Davis and Fungtamasan, 1990)
about the two-phase flow separation in a vertical T-junction was used to verify the numerical
simulation performance.

A diagram of the vertical T-junction with the notation for inlet and outlet sections is presented
below.

T2

wl

T1
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Davis and Fungtamasan (1990) studied the flow separation for low values of the mass ratio
(0,1 < W3/W1 <0,5). The tube diameter was 0.050 m and the branch to the main outlet diameter ratio
(D3/D1 ) was equal to one.

Honan and Lahey (1981) studied the flow separation for higher mass split ratios
(0,3 < W3/W1<0,7). They worked with a 0.038m diameter T-junctions with D3/D1=1 and
D3/D1=0,5.

There are 69 experimental data points for D3/D1=1 and 32 data points for D3/D1=0,5 . Each data
point is characterized by the inlet mass flow rate and quality, the mass split ratio and phase separation
or the branch to the main outlet quality ratio (x3/x1).

The two numerical grids used for the flow simulation in a T-junction with D3/D1=1 presented in
Figure 1.

a) 12x18 b) 24x36
Fig.1 Numerical grids for D3/D1=1

The inlet boundary conditions for the numerical simulation were the gas and the liquid velocities
and the gas volumetric fraction (void fraction). These values are calculated from the homogeneous
model.

The outlet boundary conditions were the branch and the main outlet pressures. The pressure
differcnce berween both outlets was adjusted to provide the measured mass split ratio.

The initial conditions for all flow domain were chosen as a constant pressure (100kPa) and the
same void fraction and velocity as the inlet boundary conditions,

The numerical simulations were carried out until the steady state flow conditions were reached.

Figure 2 shows the experimental (Davis and Fungtamasan, 1990) and the numerical values of the
phase separation ratio for D3/D1=1, using the coarse and the finer grids. The flow conditions are
summarized in Table 1. for the coarse grid (12x18) the mean deviation between predicted and
measured phase separation is about 25%, with a tendency to over predict the experimental data.
However, for the finner grid (24x36) the mean deviation to 17%.

A better agreement is obtained for the experimental data of Honan and Lahey (1981). The phase
separation ratio was predicted using the coarse grid with a mean deviation of less then 9%. Figure 3
shows the comparison between numerical and experimental results.

Finally, the Figure 4 shows the predicted and the experimental (Davis and Fungtamasan, 1990)
values of the phase separation ratio for D3/D1=0,5, using a coarse grid (12x15) and a finer grid
(14x30). The mean deviation for the coarse and the finer grids are 23 and 20%, respectively.

A typical numerical result of the two-phase flow distribution in a vertical T-junction is show in
Figure S for D3/D1=1, The mass flux, the air-water quality and the mass split ratio were 1356 kg/m’s,
0.1% and 0.32, respectively. It can be observed in the Figure 5 that the gas turns to the branch more
casy then the liquid (Figure 5.a and 5.b), certainly because the negative pressure gradient (Figure 5.d)
in the branch. The gas acceleration near the junction produces a high void fraction region (Figure 5.c)
in the lower half of the branch.
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The two-phase flow numerical codes are very helpful in the analysis of the influence of some
parameters on the phase separation phenomena. In this work the parameters investigated were the
viscous and gravitational forces, and the inlet boundary conditions.

The influence of the gravitational field on the phase separation is only significant for low values of
the mass split ratio. The fluid viscosities also have a very small influence, and only with a 500 higher
viscosity the phase separation results showed a significant change.

The inlet boundary condition has an important influence on the phase separation. The specification
of the fully developed velocities and void fraction profiles instead of the constant homogeneous
boundary conditions improves the numerical predictions.



L F. M. Moura and F. A_ S. Camneiro

107

4- = 4_ ~
- £ & Fa
- ’ - /
~ 4 o - !
g 34 & ,,11 B 37 ! y
— b 7 L ] ’ -— o
o - [=] 4 ’ -
B, gfu ¥ g 4 7 A 7 “: o
Lo J / 0 " #7 "g 2 1 *’ a® ”' "
Dz—l ’ — or »
O - 55’,’0" o | 5 R 40’{' 'nﬂ.,'
as ’ -"-30 % - ] ’ © =25 %
- £ AF . * A
M q ] P P ¥y gl 4
* - ' " - ) s, .p’
E ¥ 4 ” - -
- L «4 2/
00 T T li T 1 1 YéY_IT“]'}_ T |4 00! T 7T li L vifr'l '3‘ T 71 l4t
x3/x1 Meosured x3/x1 Measured
a) Grid (12x15) b) Qrid (24x30)

Fig.4 Numerical and experimental (Davis and Fungtamasan, 1990) phase separation ina T-junction. D3/D1=0,5

Fig. 5 Two-phase flow distribution in a Tjunction: a) Gas stream function;
b) Liquid stream function; ¢) Void fraction; d) Pressure.



108 Numerical Simulation of Two-phase Flow Separation in a T-junction
Conclusions

A two-dimensional two-phase flow computer code was used to investigate the phase separation of
dispersed gas-liquid flows in a vertical T-junction.

A general constitutive equation for the interfacial friction coefficient was developed in this work.
The obtained numerical results for the phase separation ratio are in good agreement with the
experimental data, The mean deviation was about 10% for mass split ratios greater then 0.3. However,
for low values of the mass split ratio the experimental data are under predicted, and the mean deviation
was about 25%.

The influence of the viscous and the gravitational forces on the phase separation was insignificant,
showing that the dominant forces are the inertial and the interfacial forces. In the other hand, the inlet
boundary conditions have a significant influence on the phase separation and the numerical result can
be improved with the specification of the fully developed profiles,
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Savi, A. M. and Braga, A. M. B., 1993, “Chaotic Vibrations of an Oscillator with Shape
Memory”, RBCM - J, of the Braz. Soc, Mechanical Sciences, Vol 15, n. 1, pp. 1-20.

This article reports results from some investigation on the dynamical behavior of mechanical systems containing
elements with shape memory. some phenomenological theories that describe shape memory and pseudoelastic
effects in metallic alloys that undergo thermoelastic martensitic transformations are reviewed. One of these
theories is used 1o model a helical spring. The dynamic response of an oscillator with a shape memory spring is
investigated. It is shown that the system may behave chaotically under certain conditions.

Keywords: Chaotic Vibrations - Nonlinear Dynamics - Shape Memory

Misici, L and Zirilll, F., 1993, “An Inverse Problem for the Three Dimensional Vector
Helmholtz Equation for a Perfectly Conducting Obstacle with Incomplete Data”, RBCM
- J. of the Braz, Soc. Mechanical Sciences, Vol 15, n. 1, pp. 21-30.

L DCR>bea simply connected bounded domain with smooth boundary dD. We assume that D is a
perfectly conducting surface. In this paper we present a numerical method to reconstruct gD from the
knowledge of the far field patterns generated by D when hit by lime harmonic linearly polarized electromagnetic
waves coming from several incoming directions.

Keywords: [nverse problem - Electromagnetic Theory - Obstacle Reconstructing.

Menezes, J. C. and Mistry, J., 1993, “Vibration Tests of Liquid Storage Thin Cylindrical
Vessels”, RBCM - J. of the Braz, Soc. Mechanical Sciences, Vol 15, n. 1, pp. 31-41.

Theoretical investigations employing a Finite Element solution of the dynamic behavior of a cylindrical vessel
filled with liquid have been published previously by the authors. This paper describes the experimental
procedure utilised in the verification of the theoretical predictions of the coupled problem. Five steel specimens
were prepared from thick tubes using a numerically controlled lathe. The base of the cylindrical specimens was
attached to a large circular disk. Tests were carried out with the cylinders filled without any liquid in the first
instance to determine and identify their natural frequencies, The cylinders were thea filled to different heights
with water and tested. The experimental procedure involved mounting the empty cylinder vertically on a shaker
which was oscillated sinusoidally. The work describes a novel method of using only two piezoelectric
accelerometers and placing them at two pre-determined angular locations, for the clear identification of the
circum ferential wave numbers of the normal modes.

Keywords: Fluid Structure Interation, Vibration Tests, Liquid Storage Vessels.

Dedini, F. G. and Cheli, F., 1993, “Modal Parameters Identification Techniques for
Supporting Structure in Rotating Machinery Vibrations”, RBCM - J. of the Braz. Soc.
Mechanical Sciences, Vol 15, n. 1, pp. 42-53.

The frequency response of a rotating machine can be significantly affected by the dynamic behaviour of the
supporting structure. This paper presents an experimental verification of two identification methods based on the
comparison between the experimental frequency response measured at the journal bearings and the theoretical
values obtained through a mathematical model of the system. In this case, an inaccurate evaluation of the
bearings stiffness and damping coefficients can significantly affect the theoretical frequency response of the
rotor. So, the oil film forces at the bearings were measured and compared with those oblained using the
equivalent stiffness and dam ping coefficients analytically evaluated and the experimental displacement data at
the bearings.

Keywords: ldentification, Foundation, Bearings, Oil film, Frequency response
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Pacheco, P. M. C, L., Hubscher, F. P. and Mattos, H. C., 1993, “High Temperature
Lifetime Prediction in Metallic Materiais Subjected to Cyclic Loadings”, RBCM - J. of
the Braz. Soc. Mechanical Sciences, Vol 15, n. 1, pp. 54-64.

The present paper is concerned with the high temperature lifetime prediction in metallic materials. It is proposed
an elasto-viscoplastic constitutive model, developed within the framework of Continuous Damage Mechanics,
that takes into account the coupling between the creep and low-cycle fatigue mechanism. The basic features of
this model are shown by simulating a stainless steel bar subjected to cyclic loadings at different tem peratures.
The applicability and the usefulness of the theory are verified by means of examples concerning the lifetime
prediction of a stainless steel pipe at 600°C under com plex pressure loadings.

Keywords: High Temperature Lifetime Prediction, Continuous Damage Mechanics, Creep, Fatigue, Mettalic
Materials

Almeida, A. F. B. and Rios-Neto, A., 1993, “A Survey on the Orbit Transfer Problem” (in
Portuguese), RBCM - J. of the Braz. Soc. Mechanical Sciences, Vol 15, n. 1, pp. 65-78.

This paper presents the results obtained from a search in the literature about the problem of minimum fuel
consum ption spacecrafl orbit transfer. The problem and several of its models are presented to allow a non-expert
reader to understand them. More than one bundred papers are discussed allowing the reader 1o have a first idea
about their contents before a more detailed study. The majority of these papers are available in Brazilian
libraries.

Keywords: Orbit Transfer, Spacecraft Maneuvers, Satellite Orbit Control.

Cruz, G. M. M., 1993, “Numerical Simulation in Grid-Generated Turbulent Flows with
the K-: Model and one Equation for the Temperature Fluctuations” (in Portuguese),
RBCM - J. of the Braz. Soc. Mechanical Sciences, Vol 15, n. 1, pp. 79-87.

In order to predict the temperature fluctuations in turbulent flows, we have used a turbulence model with three
transport equations for mean square temperature variance, lurbulent kinetic energy and the rate of kinetic energy
dissipation. The governing field equations are the Navier-Stokes, continuity and energy equations. The Finite
volume method is employed to solve numerically these equations. The results of calculations with this model are
com pared with the measures of two experiments. The first one, an homogeneous hot turbulence below a grid
(Warhaft and Lum ley, 1978), allows us 1o test the model in a configuration with a constant mean tem perature.
The second experiment, a grid turbulence with cross-stream temperature gradient (Sirival ¢ Warhaft, 1982),
allows us 10 test the model in a situation where the generation rate term of 02 due to mean temperature gradient
plays an important part.

Keywords: Turbulence, Grid-generated flows, Tem perature Fluctuations, k-£ model,

Wang, A. T. A. and Hartnett, J. P.,, 1993, “Pool Boiling of Aqueous Polyacrylamide
Solutions: The Influence of Two Surface Active Agents”, RBCM - J. of the Braz. Soc.
Mechanical Sciences, Vol 15, n. 1, pp. 88-100.

The influence of surfactants on the pool boiling behavior of aqueous polyacrylamide solutions has been studied.
The test section consisted of an electrically heated horizontal platinum wire submerged in a saturated pool of
liquid at atmospheric pressure. The polymer selected for these studies was Separan AP-30, an anionic
polyacrylamide. Two surfactants were used in these studies, the anionic sodium lauryl sulfate (SLS), and the
non-ionic polyoxyethylene sorbitan monooleate (Tween-80).

Various combinations of polyacrylamide and surfactant dissolved in deionized water were studied. For each
solution the steady shear viscosity h, the dynamic phase shift angle (a measure of elasticity) d, and the surface
lension s were measured. In general, the values of h and d are dominated by the amount of polymer additive,
whereas the values of s are dominated by the surfactant concentration. The presence of surfactants generally
results in a decrease in elasticity relative to the values found for the aqueous polyacrylamide solution.

The surface tension values of the aqueous solution of SLS or Tween-80 were significantly lower than the values
for deionized water. Surprisingly the boiling performance of the aqueous surfactant solutions did not differ from
that found for water alone. For the 250 wppm aqueous Separan solution the boiling performance is inferior to
that found for deionized water alone.

The presence of the surfactant Tween-80 in the aqueous polyacrylamide solution resulted in a reduction in the
surface tension but the boiling performance was not affected. In contrast, the presence of SLS in the 250 wppm
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aqueous polyacrylamide solution resulted in a significant increase in the heat transfer coefficient relative to the
boiling performance of deionized water.

On the basis of these resulis, it can be concluded that lowering the surface tension of an aqueous polymer
solution does not guarantee enhancement of the boiling heat transfer performance. Therefore the enhancement in
boiling heat transfer reported earlier for aqueous Natrosol solutions is not due to its lower surface tension value,
Keywords: Non-Newtonian Fluids, Pool Boiling, Heat Transfer Enhancement, Experimental Methods

Moura, L. F. M. and Carneiro, F. A. 5., 1993, "Numerical Simulation of Two-Phase Flow
Separation in a T-junction”, RBCM - J. of the Braz Soc. Mechanical Sciences, Vol 15, n.
1, pp. 101-108.

The principal objective of this paper is to investigate numerically the gas-liquid phase separation in a vertical T
junction. A two-dimensional com puter code was vsed fo solve the two-fluid model equations, using the finite
volume method. Special atlention is directed to the modeling of the viscous diffusion term and the constitutive
equation for the interfacial friction term.

The phase separation was simulated considering two different values of the branch to inlet diameter ratio, 0.5 and
1.0, according to the reporied experimental results. The flow conditions in the T-junction inlet were related to the
churn-turbulent flow pattern.

Detailed distributions of the void fraction, pressure and velocity of both phases are presented. A good agreement
was oblained between the computer code results and the experimental data. For the mass splilt ratios greater then
0.3, the mean deviation was aboul 10%. However, for lower splil ratios, a three-dimensional model would be
more suitable. This work includes also the investigation of the boundary conditions, gravity, viscosity and mesh
size on the phase separation phenomena.

Keywords: Numerical Simulation, Two-Phase Flow, T-junction
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