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FOREWORD

The International Symposium on Spacecraft Ground Control and Flight Dynamics,
SCD1 Symposium for short, was the first one of that kind to be held in Brazil.
The event was particularly meaningfull for Brazil as the symposium was held
during the week of the first anniversary of in-orbit operation of the first
Brazilian Satellite SCD1. A total of 86 papers and 8 computer demonstrations
have been presented during 5 days of the symposium. In terms of participants,
95 from 14 countries and one international organization (ESA) attended the
symposium. In particular, INPE had the pleasure of featuring 15 papers
covering the operation, control, performance and perspective of the SCD1

mission.

The papers presented constitute a blend of past experiences, challenges of
the future comet rendez-vous mission operations, novel solutions for the
system architecture, use of the artificial intelligence in the satellite
operations, problem of orbit determination for satellites with ion propulsion
and much more. Therefore, the symposium constituted a ground for cross-

fertilization of ideas valuable for all participants.

All these facts made the SCD1 Symposium Organizing Committee to feel gratified
and encouraged to think about the realization of a new symposium in not a too
distant future, hopefully, with always growing number of participants from

ever growing number of countries, presenting always high level papers.

Pawel Rozenfeld

SCD1 Symposium Chairman
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Director

Engineering and Technology Directorate
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ABSTRACT

An overview of the MECB program
will be presented focusing on the

major achievements reached by
that program. The presentation
will address the investments
made, the infra-structure
installed and the current
development activities. It will
also address other satellite

programs currently carried out by

INPE or planned for the near
future.
INTRODUCTION

This week we celebrate the first
anniversary of the SCD1 launch.
That was an important achievement
for the Brazilian space program
which was acknowledged by the

Brazilian society and, in
particular, by the Brazilian
Government, giving us the

necessary confidence to go ahead
with the program.

I will take this opportunity to
talk about this MECB program as
well as about another current
program, the CBERS program, and
also to say just few words about
our near future plans regarding
satellite programs.

MECB PROGRAM
The SCD1 was launched by a

PEGASUS launcher in February the
nineth, 1993. Since it was
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launched, SCD1 is performing very

well, as you will see 1in the
presentations that will follow
me.

The SCD1 is the first of a series
of four satellites as part of the
MECB program. MECB is an acronim
for Brazilian Complete Space
Mission, a program approved by
the Brazilian Government in 1979.
This program comprises 3 segments
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COLLECTING SEMSING
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the satellites development, the
launcher development and the
launching site construction. The
first segment comprises the

development of 2 data collecting
satellites and 2 remote sensing
satellites and is under INPE’s
responsibility, in the Ministry
of Science and Technology.

The second segment is under the
responsibility of the Ministry of
Aeronautics and will provide the
launchers to put the satellites
into orbit. The third segment
aims at the construction of the



facilities in
Alcantara, state of Maranhdo, at
2 degrees latittude South of
Equator. This segment is also
under the responsibility of the
Ministry of Aeronautics.

launching

BRAZILIAN SPACE PROGRAM ORGANIZATION

PRESIDENCY |

! I

MiMIBTRY OF

WRAZiLiAm WmsTEY

ey e SCIENER anD ar
SMLE CTIVITINS *UCHuOLOaT AEmOmaAUTICY
.y ST & QUCLA

ASTULLITES amD
ARQURD AIQmENT

LAURCHERS amD
~AUNCHING SiTE

All the activities within this

program, as well as all the
Brazilian space program
activities, are coordinated by

the Brazilian Comittee for Space
Activities, COBAE for short,
which is a high level comittee
composed by representatives of
the Ministries involved in the
space program. That Committee
reports directly to the President
of Brazil.

The estimated total cost for the
MECB program is around 1 billion
dollars for an original 13 years
execution plan. According to that

plan, the first launch should be
done in 1989 and in fact it
happened only in 1993, that is, 4
years later. Furthermore the
launch was carried out by an
American instead of Brazilian
launcher. The delays in the
satellite and launcher
development are due 1less to

technical reasons than to
administrative and financial
constraints and international
regulations.

Budget constraints have been very
frequent during the execution of
the program. So far only 50 to
60% of the total estimated budget
was alocated to the program. That
had an important impact on the
schedule since we had to delay
the procurement of parts and
materials, to review the design
of some facilities to make them
simpler and to take other
decisions toward the postponement
of program targets.

on the other hand, the
international market has also
played an important role in this
subject. The MTCR treaty put some
constraints on the exportation of
some space components by the
international suppliers. This has
affected the development of our
program leading to the revision
of the development plan of the
satellites and launcher. The
latter was the most affected by
these constraints on the
exportation of components and
technology transfer because of
the sensitive nature of the
technology involved. As a result
the launcher was not ready in
time to launch the first
Brazilian satellite.

Nevertheless, the program has
accomplished several important
goals besides the launch of the
satellite. During the development

phase we have installed the
facilities for satellite
integration and tests, satellite
tracking and control, have
trained our team in  space
technology and involved an

important segment of our industry
in the program.

The Integration and Tests
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Laboratory - LIT tor short - was
installed in 1987 and is fully
operational. It 1s a set of
laboratories which provides
several kinds of services at
subsystem and system levels,
according to international
standards. Besides the Brazilian
satellites, this laboratory is
involved with other intermational
satellite programs. The Argentine

satellite SAC-B, the
communication satellite
BRASILSAT, made by HUGHES, and

the China-Brazil Earth Resources
Satellite - CBERS - are using or
will use this laboratory for the

integration or tests of their
models. The Laboratory also
provides diferent kinds of
services to the local and
national industries 1in related

and non-related space activities.

The facilities for the satellite
tracking and control have also
been implemented within the scope
of the MECB program. As you will
see during this Symposium, we
have implemented two ground
stations, one in Alcantara, state
of Maranhd3o, and the other in
Cuiaba, state of Mato Grosso. The
first one was very important
during the orbit acquisition
phase for the SCD1 launch, and
the second has an important role
in the operational phase of that
satellite. Both ground stations
are linked to the Satellite
Control Center, installed in Sé&o
José dos Campos, and also built
as part of the MECB program.

The facilities in the launching
site are not available for
satellite launching yet. However,
they are operational for sounding
rockets launchings. The launching
pad for small satellite launchers
will be ready in less than two
years. Because cof its strategic
location - wvery close to the
Equator - those facilities can be

used in the future to provide
services to other satellite
programs in a cooperation basis.
They can be used both to launch
and to track satellites.

Following the SCD1 the next
satellite to be launched within
the MECB program is the SCD2
satellite. It is similar to the
SCD1 and its purpose is to
continue the SCD1 mission, that
is, to retransmit environmental
data collected by diferent kinds
of sensors on ground. That
satellite will be finished by the
end of this vyear. The data
collecting mission was chosen for
the first satellites for its
technological simplicity and for
the relevance of that kind of
service tc a large country like
Brazil. Data collecting platforms
can provide environmental data
from remote areas in the Amazon
forest as well as along the
hidrographic basins and coast.
Recently, the Brazilian
Government aproved a plan to
install more than 400 data
cellecting platforms in the next
2 years, which will operate with
SCD1 and SCD2.

Next come the remote sensing
satellites - two of them, SSR1
and SSR2. They are alsc small

satellites and will carry onboard
a CCD camera which will operate
in 2 spectral bands producing
images of 200 m space resolution
with a repetition period of only
4 days. Those satellites will fit
our needs to monitor large
regions, like the Amazon forest,
with a short period of time
between observations. These
satellites are scheduled for
launch in 1996.

An important goal of the MECB
program is the involvement of the
Brazilian industry in the
program. This objective has been
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gradually achieved in the

development plan.

MECB PROGRAM
COST BREAKDOWN

USS million

3co2 SSA

sSCD1

| W npe B erazilian industrty  _ Foreign (ngustry |

During the SCD1 development the
national industry supplied small
parts and materials and INPE was

responsible for most of the
design and manufacturing
activities. Exceptions were the

structure of the satellite and
some products for the ground
segment like the communications
network and software services for
the satellite tracking and
control. Those products were
supplied by national industries
with close supervision of INPE.
The SCD1 total cost, including
the development and flight
models, was around 20 million
dollars and more than 70% of
these expenses were spent in
Brazil, but only 10% due to the
national industry activities. The
remaining were in-house
activities.

For the SCD2 we have involved the
industry in a more effective way.
It has been dealing with some

equipment manufacturing and
through this process it was
possible to transfer to the
industry the management and
product assurance procedures

006

required by space software and
hardware. Solar pannels,
structures, electronic equipments
are examples of hardware produced
by the Brazilian industry for the
SCD2. The participation of the
Brazilian industry in the SCD2
has increased to 30% of the total
satellite cost.

The plans for the SSR satellites
are to increase that
participation to around 50% of

the total satellite cost. There
will be also a qualitative
change. For that satellite,
entire subsystems will be
designed and built Dby the
industry. For most of the
subsystems INPE will only be
responsible for the conception

and specification and, maybe, the

integration and tests. As an
example, the payload for that
satellite, a CCD camera, was

entirely ordered to a Brazilian
company as well as the design and
manufacturing of the satellite
structure.

By this time we have around 10
important companies which have
been involved with our satellite
program in different levels of
involvement. We hope that at the
program completion the Brazilian
industry will be able to carry
out a whole satellite project in
compliance with the space quality
and reliability requirements .

FUTURE PROGRAMS

All the knowledge and expertise
acquired through the MECB program
entitled INPE to look for other
satellite programs and
partnership in the international
market.



CURRENT AND FUTURE PROGRAMS

.BRAZILIAN COMPLETE SPACE MISSION
- MECB (current)

.CHINA-BRAZIL EARTH RESOURCES
SATELLITE - CBERS (current)

.COMMUNICATION SATELLITES IN LOW
ORBIT - ECO-8

-ENVIRONMENTAL SATELLITES
.SCIENTIFIC SATELLITES

The main consequence of that
initiative was the establishment
of a cooperative program with
China. Following the signature of
a government to government
agreement, INPE signed, in 1988,
a cooperation agreement with the
Chinese Academy of Space
Technology - CAST for short - to
develop a joint satellite
program.

Remote sensing satellites play a
very important role for the
Brazilian environment monitoring.
Brazil is a very large country
and most of the population is
settled down along the coast.
Most of the country area is of
difficult access by conventional
means and the monitoring of the
environment and natural resources
is largely facilitated by using
remote sensing satellites.

However the development of a
remote sensing satellite, with
the same operational capabilities
as, for example, LANDSAT and
SPOT, is very expensive and we
cannot afford the cost of its
development by ourselves. On the
other hand, we do not have the
technology to develop some
equipments which are fundamental
to the satellite configuration
and which are not available in
the international market. China

was found to be an strategic
partner because both countries
complement each other.

The CBERS program was, then,

started in cooperation with the
Chinese. That program aims at the
manufacturing of 2 satellites for

remote sensing and data
collecting purposes. Those
satellites will operate within

basically the same performance
requirements of LANDSAT and SPOT
and will also provide the
continuity of the MECB mission
because they have data collecting
capabilities. The total estimated

cost for this program is 150
million dollars, including
launching costs, and this figure
will be shared by the two

countries being 30% to Brazil and
70% to China. The launch of the
first satellite is scheduled for
1996 and will be carried out by
the Chinese launcher Long-March.

And what about the plans for the
near future? The SCD1 successful
experience encouraged us to go
ahead with small satellite
programs. Furthermore we can see
with gladness the international

tendency to go back to small
satellites. So we have to take
advantage of these positive

aspects to speed up our space
program. Taking also advantage of
the geographic position of
Brazil, crossed by the Equator,
we have conceived a low orbit
satellite communication program.
This program, called ECO-8,
comprises a set of 8 small
satellites in a equatorial orbit

of 2,000 km high to provide
continuous real time
communication between remote
regions.

This program seems to better fit
our needs for remote and mobile
communication than other
international proposed programs
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using constelations of satellites
in different orbit planes. It is
a low cost alternative that uses
at the same time the country’s
capabilities both in small
satellite technology and for the
operation of satellite—-based
communication networks, by the
state company TELEBRAS. This
system will provide a coverage
raBge of 30° lattitude north to
30 lattitude south including
areas of the Brazilian territory
which are very poorly attended by
communication facilities. The
total estimated investiment for
the program is about 200 million
dollars. We hope to have the
program approved by the
Government in a short period of
time so that the system can be
implemented by 1997. The strategy
to carry out this kind of program
may forsee the participation of
other equatorial countries in the
program in a consortium base or

any other kind of joint
participation. The possibilities
are still open.

Small satellites in low
equatorial orbit can play a very
important role ; for the
environment monitoring. So this

is another possible application
to our capabilities in dealing
with small satellites. The same
technology of the MECB satellites
can be used to build a network of

small earth observation
satellites to monitor our remote
equatorial regions providing
information with a very high

frequency. This kind of idea is
still in a study phase.

On the other hand small
satellites can be used for low
cost scientific missions. In this
direction we intend to emphasize
scientific missions using small
satellites. These satellites can
use the same buses developed for
the MECB satellites which will

make the missions very affordable
for the participants. INPE has
many research groups which can
benefit from this initiative and
the universities can benefit too.
We know that this kind of program
has already proved to be an
effective way to involve
universities in high technology
development. A proposal for a
scientific satellite program was
already prepared and we hope to
have the first scientific
satellite launched in 1996.

CONCLUSION

So, many were the initiatives
taken after the SCD1 launch and
if they are now likely this is
certainly due to the success of
that first project. Therefore we
are thankful to everybody who
participated in the SCD1 and made
all these plans a reality.
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Abstract

This paper describes the main aspects of the atti-
tude determination related to the first Brazilian satel-
lite: the Data Collection Satellite (SCD1). The satel-
lite was developed by the National Institute for Space
Research (INPE) as the first of the four scheduled
by the program cailed Complete Brazilian Space Mis-
sion (MECB). It is spin-stabilized and was injected in
n near-circular orbit, at an altitude of approximateiy
760 km. The attitude determination is achieved in two
phases. In the first one, a preliminary attitude is com-
puted from sensors’ telemetry data corresponding to
passes over the tracking station. [n the second one,
data encompassing all the preliminary attitudes are
processed to fit a dynamic model whose parameters are
estimated. This paper aims at describing these proce-
dures, their mathematical development and their avo-
lution along time since the conception of the project.
We also describe our first experience of a real satel-
lite attitude determination, main difficulties, problems
faced, as well as the solutions sketched at the very last
minute. The results obtained are presented and dis-
cussed based on the expected performance of the soft-
ware developed by the INPE's flight dynamics team.
Key words: Attitude Determination, Data Pre-
processing, SCD1 Mission

INTRODUCTION

The main purpose of this paper is to describe the first
experience of INPE's flight dynamics team in deter-
mining the attitude of a real satellite, the SCD1. This
spin-stabilized data collection satellite turned out to be
the first satellite fully conceived, designed and manu-
factured in Brazil. The launching was a very special oc-

casion and, as {ar as most of the team members are con-
cerned, it was a significant milestone in their career till
that date. Since the early 80's we have been extensively
studying state estimation theory (including Kalman
filtering, smoothing, adaptive =stimation and ail that
paraphernalia) and its application to attitude determi-
nation of artificial satellites' =% The attitude deter-
mination software, specially for the SCD1 mission, was
ready long time ago and its performance predicted from
numerical simulations was pretty good'!~'?. However,
unlike the orbit determination software, which could be
checked previously against real data from other satel-
lites, the attitude determination software for the SCD1,
due to its sirong mission dependency, could not show
its actual performance until the launch time. It was
not a quite straightforward test, definitely! In fact the
LEOP (Launch and Early Orbit Phase) unfolded as
a sequence of unpredicted problems, each of them be-
ing a new, exciting and scary challenge. Indeed, more
than just presenting the algorithms (already weil de-
picted in other papers’'~'") and their final numerical
results (which fortunately brought nothing else than
the expected performance, except for the fact that they
came from real datal), we emphasize our experience on
achieving them. We hope that this description on how
we were driven {rom the nice theory field (to which
we were so well familiarized), into our new real world
problem, could not only provide a valuable information
source for the development of the attitude determina-
tion software for the next Brazilian satellites, but also
give some insight to the data pre-processing technigques
as well as highlight the helpfulness of some extra sup-
port tools especially for beginning missions.

ATTITUDE DETERMINATION SYSTEM

The first Brazilian environmental data collecting
satellite (SCD1), developed by the National Institute
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of Space Research (INPE), was launched on February
09, 1993 by a North-American launcher named Pega-
sus. [t is a spin-stabilized satellite launched in a near
circular orbit of about 760 km altitude. The attitude
hardware consists of a fluid-filled nutation damper, a
magnetic torque coil, a three-axis fluxgate type magne-
tometer whose s-axis is aligned with the satellite spin-
axis, and two redundant 180° field-of-view digital sun
sensors. The attitude sensors are sampled at a rate of 2
Hz. The satellite attitude determination is performed
off-line at pre-specified time spans, in several distinct
steps. In other words, the attitude determination pro-
cess is divided into three main sub-processes: attitude
data pre-processing; preliminary attitude determina-
tion; fine attitude determination and propagation. It
is aimed to determine a one-degree accuracy spin-axis
attitude, which is useful for monitofing the sun aspect
angle outside its prohibited region; for attitude ma-
neuver planning; and for silent zones prediction. The
attitude follow-up software, which will be explained in
another section, provides an easy way of monitoring
the spin-axis attitude.

ATTITUDE DATA PRE-PROCESSING

The data pre-processing reduces the large amount
of crude attitude sensors’ data stored in the telemetry
(TM) data file. The TM corresponding to a satellite
single pass over the ground station is pre-processed to
yield a record containing the spin-rate, the sun aspect
angie, and n magnetic aspect angles, where n is the
integer number of 15.5 second-intervals within the pass.

In short, the global output of the SCD1 attitude sen-
sors' pre-processor consists, for 8 single satellite pass
over the ground station, of:

s n eatimates of the magnetic nspect angle, n being
the number of sets of 32 successive measurements
each (corresponding to 15.5 seconds) contained in
the pass;

¢ an estimate of the solar aspect angle and spin-rate,
and

e the corresponding standard deviations of the error
in the estimates.

The pre-processor is nowadays executed every day,
processing all TM accumulated on the previous day
and recording the results in the pre-processed attitude
data file, which contains also formerly recorded data.
This daily routine has become necessary in order not to
overload the disk storage capacity of the computer. The
compression rate can be as high as 100:1, i.e. 100Kb of
TM is compressed as 1Kb of attitude data. The pre-
processor output is then used as attitude observations
by the Preliminary Attitude Determination Process,
which is briefly described in another section.

Magnetometer data pre-processing

Basically the magnetometer measures the intensity
of the local geomagnetic field in its three orthogo-
nal axes. The magnetometer s-axis is aligned with the
satellite z-axis. So, due to the satellite spin motion,
the x-y magnetometer outputs are sinusoidal, synchro-
nized with the satellite spinning frequency, whose am-
plitude is given by the orthogonal component of the
geogmagnetic field vector, and the offset given by the
x-y magnetic bias due to residual magnetic fields in the
satellite as well as magnetic interference near the mag-
netometer. The magnetometer s-output is given by the
component of the geogmagnetic vector along the spin-
axis shifted by the z-axis magnetic bias of the satellite.
The amplitudes and offsets of the x-y magnetometer
outputs at each 15.5 seconds are obtained by curve-
fitting. Subsequently they are combined in some opti-
mum sense with the biased s-axis magnetometer mean
output for the corresponding period, furnishing a set
of magnetic aspect angles.

The magnetometer data are preprocessed in con-
secutive measurement sets. Each set is composed of
32 measurements for each of the three magnetometer
axes. Each of these sets will, after the preprocessing, be
transformed in only one compressed data which will, in
turn, be used as input to the Preliminary Attitude De-
termination process. The data compression process is
valid under the assumption that the geomagnetic field
variation along the arc of orbit travelled by the satellite
in 15.5 seconds (time span to make 32 measurements)
can be neglected. The magnetometer data preprocess-
ing will be described in somewhat more detailed way
purposefully, because its preprocessing turned out to
be the most problematic component.

From the application of a least-squares sinusoidal
curve-fitting procedure to a given set of 32 successive
mensurements of the magnetometer x-axis, initially ob-
tained are:

» an estimate of the orthogonal projection on the xy
plane of the geomagnetic field vector, and

¢ an estimate of the bias error on the magnetometer
x-axis measuremens of the geomagnetic field.

in the same fashion, also obtained are & redundant
estimate of the geomagnetic field orthogonal projection
on the xy plane and an estimate of the bias error on
the y-axis measurements. To the measurements corre-
sponding to the s-axis the initial step of the preprocess-
ing consists of the computation of the mean value of
the set of 32 measurements. With the help of a mathe-
matical model of the geomagnetic field, the magnitude
of the bias in the s-axis measurements is evaluated.
This coarse estimate of the bias is considered as an in-
crement of the uncertainty in the computed estimate
of the mean value of z-axis measurements. [n both the
above processes, a procedure for automatic deletion of
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data points which have values out of a tolerance range
around the fitted sinusoidal curve (in the case of the x
and y-axis) or around the evaluated mean value (in the
case of the 3-axis) is considered . In the next step, the
two redundant estimates just obtained for the xy-piane
orthogonal projection of the geomagnetic field and the
mean value of the 3-axis measurements are used as ob-
servations for a linearized filter with no a-priori infor-
mation. By this filter is obtained an estimate of the
angle between the geomagnetic field and the satellite
spin-axis (magnetic aspect angle) in the time interval
corresponding to the current data set. In this process,
besides the uncertainties in the observations, also the
uncertainties in the reference model used for the eval-
uation of the geomagnetic field are considered. It is to
be mentioned that the application of the filter leads to
a transcedental algebraic equation from whose solution
the magnectic aspect angle is computed. The soiution
of this equation is found with the application of the
Newton-Raphson method.

Sun sensors’ data pre-processing

The digital sun sensors give direct measurements of
the angle between the direction of the sun light inci-
dence and the satellite spin-axis, with 1° resolution at
the Least Significant Bit. Besides the usual word to
measure the sun aspect angle, the sun sensor contains
an extra bit which changes its state every 16th crossing
of the Sun within the sensor’s field-of-view. Given the
sampling time, this extra bit provides a measurement
of the satellite spin-rate.

The pre-processing of the sun sensors’ measurements
consists simply of the computation of the mean value of
all measurements sampled during a satellite pass over
the ground station. This computation, as in the case
of the magnetometer data, is combined with a proce-
dure for automatic delefion of invalid data points. [t
is supposed that the solar aspect angle can be consid-
ered constant across the passes (12 minutes average).
In brief, the task here consists of a data compression
procedure in which all the sun sensors' data collected
in a single pass are reduced to only one compressed
data.

PRELIMINARY ATTITUDE
DETERMINATION

The preliminary attitude determination process ob-
tains a least squares estimate of the spin-axis attitude
from the sun aspect angle value and the set of magnetic
aspect angle values generated by the pre-processor.
This process is purely static and do not take into ac-
count the long period attitude dynamics,

Basically, it consists of the application, to the prepro-
cessor output data, of a least squares attitude determi-
nation procedure. By this procedure is generated an es-
timate of the satellite angular velocity vector related to
each satellite single pass over the ground station. The

estimation corresponding to a given pass only consid-
ers the observations related to this specific pass. The
procedure used in the Preliminary Attitude Determi-
nation can operate even in the absense of sun sensors’
data, by using only the magnetometer data, Situations
of co-planarity between the Sun vector, the geomag-
netic field vector and the spin-axis are automatically
treated. The results of the Preliminary Attitude De-
termination will be used as an input for the last step
of the SCD1 attitude determination: the Fine Attitude
Determination Process, discussed in the next section.

FINE ATTITUDE DETERMINATION

The fine Attitude Determination Process has two
main objectives:

o to improve the resuits of the Preliminary Attitude
Determination process,

e 10 estimate two parameters of the attitude dynam-
ical model to be used in the attitude propagation
process: the satellite residual magnetic moment
{which is the main cause of the satellite spin-axis
drift) and the eddy current parameter (which is
the main cause of the decrease of the satellite spin-
rate)

The input data for the Fine Attitude Determination
process consist of the results of the Preliminary Atti-
tude Determination covering a time interval of about
one week. From these data the attitude corresponding
to a selected epoch is estimated, employing a Least
Squares Estimation Method developed with the help
of the Householder orthogonal transformation. A Fine
Attitude Determination procedure developed with the
use of the Extended Kalman Filter combined to an
adaptive state noise estimation procedure’ was alter-
nativelly developed,

The fine attitude estimates allow the realization of
long period attitude predictions. The attitude predie-
tions are used to foresee when silent sones of commu-
nications between the satellite and the ground station
will occur during satellite’s passes over the station.
They are also used to foresee the need of and to prepare
spin-axis maneuvers.

Besides the standard processes described above, an-
other auxiliary process, namely, the attitude follow-up
process, was found to play an important role as an ef-
ficient tool especially in those troubled few weeks after
launch.

ATTITUDE FOLLOW-UP

The attitude follow-up software is aimed at supplying
mission analysts with a fast and integrated visualiza-
tion of the preliminary attitude determination uncer-
tainty and its related aspects. For each orbit during a
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specified period, the software prepares and draws on
a colour screen (and optionally on a graphic plotter
or on a laser printer) a map on an inertial celestial
sphers, containing: the geomagnetic field vector tra-
jectory; the sun position; the Earth shadow; the satel-
lite trajectory during its pass over the ground station;
and the attitude of the satellite spin-axis enveloped by
its predicted uncertainty ellipse. As an additionai in-
formation, it is indicated on the top of the screen, if
the sun sensor is illuminated or not during the pass.
Knowledge of uncertainty beforehand is usually help-
ful to shedule on-board computer tests and magnetic
coil polarity commutation times. Since these activities
usually invalidate the attitude data, it is preferable to
perform them in those passes which would give the
worst attitude determination performance. With the
help of this map, mission analysts can rationally se-
lect an optimum subset of passes in order to retain the
best accuracy in the attitude determination process. In
fact, however, this software offerred several other fruit-
ful applications, some of which had never been thought
of before the satellite was launched, as described in the
following sections of this paper.

LEOP CONTINGENCIES

In this section we describe several difficulties which
the flight mechanics team had to face during the first
forty days after launch, while trying to accomplish the
attitude determination within the specified accuracy
level. Since the orbit became well determined, nght
from the beginning, we had to face one problem af-
ter the other, while hearing all kinds of guesses about
what could be happening, Of course the problems did
not happen in & quite ordered sequence as they are de-
scribed here. Actually there were multiple interactions
and overlaps which we have omitted now for the sake
of clarity.

PROBLEM 1

All data were rejected when accessing and reading the
telemetry data file.

Adopted Solution: The parity check was turned off
within the TM reader software. This parity check was
somewhat unstable and not reliable because ground
station engineers were still trying to adjust some signal
levels.

PROBLEM 2

All magnetometer data were rejected by the automatic
pre-processing software.

Suspected Cause: Noisy data,

Adopted Solution: Pre-processing manually the magne-
tometer read-out. Soon it became obvious how cum-
bersome and time-consuming was the manual pre-
processing mode for an extended work, despite the

better control and understanding it offers. In order to
solve these problems of preprocessing of magnetome-
ter data which became apparent early during the mis-
sion, efforts were made to model and evaluate the mag-
netometer bias fluctuation observed from one pass to
the next one. During this phase, the attitude follow-up
software was useful in two ways. Firstly, it showed that
the unmodelled fluctuations are closely related with the
satellite path through the magnetosphere, in terms of
the time of the day, among many other factors. And
then it permitted to easily select a pair of crossing
satellite passes. This was necessary for testing an in-
genious method to determine the magnetometer z-axis
bias. Eventually, that method did not give consistent
results and magnetometer z-axis measurement had to
be abandoned. Thus, though not worked at the end,
the attitude follow-up software was very useful here to
select few passes a day which could have determined
the attitude.

PROBLEM 3

Spin-rate measured by sun sensor presented sirange
oscillations.
The spin-rate is given by:

wirpm] = 16 x (¥ - 1)/(tx — &) (1)

where ¢;{min], 3 = 1, ..., N are the times when the extra
bit of the sun sensor changes its value during a pass of
the satellite over the ground station. So, at a nominal
spin-rate of 120rpm and a sampiing rate of 2Hz, the
error due to discretization should be less than 0.4rpm
for a typical pass longer than five minutes. However the
spin-tate presented oscillations of around 5rpm from
one pass to the next one. This clearly could not be
explained by discretization error.

Suspected Cause: Spurious changes in sun sensor ex-
tra bit state, probably due to data transmission noise
and momentaneous loss (fluctuations) of the satellite
signal. This could only explain unexpected high spin-
rates. However the opposite eventually happened as
well. Therefore we concluded that other causes should
exist.

Other Suspected Cause: Discontinuity in the measure-
ments sequence.

Adopted Solution: Inclusion of data deletion procedure
and re-initialization of the computation of the spin-rate
every time that i; — £, > limat — value.

That is, add a validity test for each candidate i;:
Blmin < b — ti—; < dlpgs; 5O, premature t;'s are re-
jected as spurious; late ¢;'s are considered as a new
starting time:

Ny Na
w=16x Y (N;=1)/) (tn, = t1,) (2)

1=l 1=l

where N, is the number of discontinuities in measure-
ment sequence. The values of df,,,, and di;,: would
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need adjustments along the satellite lifetime due to
spin-rate decay.

PROBLEM 4

Purely noisy pattern in some magnetometer data files.

Suspected Cause: Hardware problems on the ground

station telemetry unit.

Adopted Solution: Substitute hardware unit.
However, the problem occasionally persisted.

Suspected Cause: High Power Amplifier (HPA) was set
with too much power for uplink transmission, causing
interference noise in the downlink path.

Adopted Solution: Reduce the power of the ground
station transmitter. Along the time, the HPA power
was gradually reduced by the ground station staff to
adequate levels.

PROBLEM 5

Persistence of PROBLEM 2 after solution of PROB-
LEM 4.

Suspected Cause: Some isolated spurious data shifted
all the others away from the 3-sigma rejection bound-
ary.

Adopted Solution: Add a detector of spurious data by
comparison with neighboring data.

Parameters which detect spurious data in some in-
equality tests should be reviewed along the mission,
according to the current spin-tate. This was clearly
very troublesome because it implied periodic updating
of the software code.

Problem eventually persisted when spurious data was
the first or the last of theset,

Adopted Solution: Software was improved with special
tests for first or last spurious data detection.

This kind of test becomes less effective as spin-
rate decreases, due to increasing phase angle between
consecutive magnetometer measurements. Futhermore,
this test did not deal with the unlikely case (but not
impossible) of consecutive spurious data.

Adopted Solution: Data rejection process was modified
to eliminate only one invalid data per iteration (that
one with the worst residual),

PROBLEM 8

Preliminary attitude determination process gave mean-
ingless results with enormous residuals.

Suspected Cause: Innaccurate magnetic aspect angle.
Adopted Solution: Activate the geometric attitude de-
termination software.

The solution given by this method spanned randomly
over a rough 2° x 2° square, too wrong to start a fine
attitude determination process. However, it was found
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to be very useful to obtain evidences for the cause of
PROBLEM 8.

Due to the erratic movement of the spin-axis attitude
determined by the geometric method, we wondered if
there was something like a large residual nutation. For-
tunately, during some manual data pre-processing, we
could see the exact instant when the sun sensor out-
put changed its value of one degree (sensor resoiution).
So, if there were nutation, due to nutation rate non-
synchronism with spin-rate, the transition should not
happen at once, as in fact it was. It should oscilate
for some period, which could be used to measure the
nutation half-cone angle. This fact eliminated the pos-
sibility of any detectable nutation on the satellite.

Another remarkable thing was that eventually, the
best passes of a day, from the attitude determination
point of view, were during the night, when sun sensor
measurements are not made. However, since the sun
aspect angle changes very slowly and the sun sensor
keeps the last measurement done, we tried to consider
the last retrieved sun aspect angle measurement as if it
had been made during the pass. As the results did not
show evidence of inferior performance, such “evening
measurement” of the sun aspect angle was considered
a normal procedure.

PROBLEM T

Appearence of third-degree polynomial-like residual
patterns in magnetometer data curve-fitting, causing
successive rejection of the first and last data point.

Suspected Cause: Non-synchronism between the mod-
eled and measured magnetometer data.

Adopted Solution: Add the model frequency as a new
parameter to the curve-fitting process.

Due to the geomagnetic field vector change along the
orbit, at first a new complete curve-fitting (now includ-
ing the frequency) was performed every 15.5 seconds.
Later experience showed however that we should fit a
single (constant) frequency for each pass.

PROBLEM 8

Curve-fitting including model frequency did not con-
verge.

Suspected Cause: Initial guess of {requency was not
accurate enough.

The curve-fitting process is non-linear in frequency.
Added to this the fact is that the spin-rate estimate
provided by the sun sensor is not accurate enough to
be used as initial guess, i.e. the initial guess accuracy
should be one order of magnitude more accurate than
that provided by the sun sensor extra bit.

Adopted Solution: create a magnetometer based
“gyro”, i.e. compute the spin-rate from the magne-
tometer x and y-axis measurements.

Like the extra bit of the sun sensor, the magnetome-



ter based “gyro” measures the spin-rate as a ratio of
the number of sign changes over the elapsed time. It
was thought here that, unlike in the sun sensor case,
the transition times of sgn changes can be better de-
termined from the interpolation of the instants corre-
sponding to a pair of consecutive measurements with
opposite signs. This results in a more precise spin-rate
estimate than that estimated via the sun sensor.

PROBLEM 9

The transition time of x and y magnetometer measure-
ments could not be determined and so the spin could
not be computed {rom magnetometer data.

Suspecied Cause: the nominal spin-rate of 120rpm was
resonant with the sampling rate of 2Hz; the satellite
rotates 2w rad between two consecutive sensor mea-
surements.

The existence of this singularity in the curve-fitting
was known a long time ago, during the simulation tests.
At that time, however, this fact was of no concern be-
cause the specified nominal spin-rate for the SCDI at
launch lied in the range 160rpm - 180rpm, very far from
the singularity. After launch, during the routine oper-
ations, once the spin is determined, propagated values
would be provided during the period spanning the sin-
gularity range, and the problem could be overcome.
Nevertheless, along the years, the initial spin-rate was
successively changed to 140 rpm, to 130 rpm, and at
last, exactly to 120rpmi Fortunatelly the sateilite spin-
rate in orbit 2 was 119.2rpm, which gave an apparent
shift of -0.8rpm, Even this resulted in an apparent ro-
tation of less than x/2 rad each 15.5 seconds, which
was not quite enough for taking a measurement of the
magnetometer based “gyro”. -

Adopted Solution: Wait for a while until spin-rate de-
cays a little bit.

PROBLEM 10

Strange oscillations in the spin-rate computed from
magnetometer measurements.

Suspected Cause: Telemetry transmission noise and
loss of the satellite signal (the same of PROBLEM 3).
Adopted Solution: The same of PROBLEM 3.

PROBLEM 11

The preliminary attitude determination process pre-
sented large residuals and precision around 1°, within
mission specification, but not as good as the simula-
tion results. Furthermore, fine attitude determination
methods did not converge to consistent results and re-
Jected a lot of data.

Suspected Cause: Persistent inaccuracy in magnetic
aspect angle computation.

From a long sequence of maps generated by the atti-
tude follow-up softwnre, one could recognize sore pat-

terns which determine the accuracy level in the pre-
liminary attitude determination process. For example,
it became clear from those maps that the descending
passes over Cuiaba experiences a bigger variation in
geomagnetic field direction than the ascending ones,
and consequently offers a better attitude observability.
As another example, in southern hemisphere winter,
small angles between Sun direction and geomagnetic
field vector are found to occur very often. This causes a
seasonal degradation in attitude observability. At that
time we noted that the adjusted x-y magnetometer bias
presented an arc of ellipse pattern. The source of inac-
curacy was the z-axis magnetometer bias. An attempt
was made to estimate this bias.

At first, we thought that it was due to non-symmetric
effects related with the sampling rate and the spin-
rate. According to this theory, each time the 32 sam-
pled measurements encloses a regular polygon, the bias
would be determined exactly, except for a small er-
ror due to measurement noise. As the spin-rate decays
from one such symmetric value to the next, the error
would increase until a maximum value and then re-
duces. [n this case, the best estimate of the bias should
be the baricenter of the ellipse. Nevertheless, this was
far from being the dominant effect. In fact, when the
satellite spin-rate crossed a symmetry value, the bias
was the {arthest from the ellipse center. So this theory
was abandoned.

Luckily, with the help of the attitude follow-up soft-
ware, it became ciear that the estimated bias and the
satellite path with respect to the earth were closely re-
lated. This meant that the bias has an actual vanation
from path to path, and there is no sense in taking some
mean value of the differently determined bias.

So, the only source of inaccuracy was the 3-axis mag-
netometer bias. An attempt was made to estimate its
value {rom subsequent crossing passes over an earth
fixed point, based on the following equality:

(M., =b) + M), =(M,,-b)+M}, (3)

=
where M., is the bias {ree magnetic field normal to
spin-axis; M, is the biased magnetic field along the
spin-axis; and b is the z-axis bias. This would give:
(M2, + M7,) - (M7 + M) @
AM,, - M,,)

Again the attitude follow up software was useful to

select the proper passes. Unfortunacely the results were

not encouraging at all. So the following more drastic
solution had to be adopted.

b=

Adopted Solution: The s-axis magnetometer measure-
ments were removed from the algorithm for magnetic
aspect angle evaluation, except for solving sign ambi-
guity.

In addition to all these hindrances, there was the soit-
ware ageing. For example, the geomagnetic model coef-
ficients had to be updated. The software for evaluating
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Figure 1: Preliminary Attitude Determination Residu-
als

the geomagnetic field vector model was ready since a
long time ago, and its original version used the IGRF-
80 (International Geomagnetic Reference Field) spheri-
cal harmonic coefficients. Meanwhile, we updated those
coefficients, at first with the IGRF-85, and more re-
cently with the IGRF-00. Nevertheless, at the last up-
dating time, the version existing in the Satellite Con-
trol Center computer, had not been updated yet.

After all this, the performance was very good, sim-
ilar to the simulation results, as we show in the next
section. The dynamic parameters were well estimated,
presenting also a reasonable agreement between the
two fine attitude determination softwares.

TYPICAL-RESULTS

The performance of the attitude sensors' data pre-
processing procedure may be verified by comparison
with the results obtained in the preliminary and fine
attitude determination processes. The standard devia-
tions of the estimates of the sun and magnetic aspect
angles, which are the outputs of this phase, are of the
order of 0.3°. The estimates of the bias due to mag-
netic interferences in the x and y magnetometer axes
are typicaly of the order of -16 mGauss and 55 mGauss
respectively. During the execution of the spin-axis ma-
neuvers, when the magnetic torque coil is activated,
the values estimated for the bias in the x and y axes
are, respectivelly, of the order of -5 mGauss and 65 m
Gauss. Both estimates show a standard deviation of
about 0.5 mGauss.

Fig. | shows the piot of the residuais for the sun and
magnetic aspect angles obtained by the application of
the preliminary attitude determination process. These
data encompass the period from January 6 to 9, 1994,

Figs. 2 to 4 show the plots of the deviations between
the attitude estimates generated in the preliminary at-
titude determination and the attitude predicted from
the most up-to-date fine attitude determination. The

n

R. ASCENSION ERAOR [DEB)
o
|

[ ]
_2.—-
L ]
— . -
L i | 1 | 1 | 1 | 1 | L
B2 64 66 68 72 74
(X+16000)

TIME [(JULIAN DAY)

Figure 2: Right Ascension Errors

E.‘;.G S EREESRARES RARLE RARES
= . o
0.5 * =
g s * by
B oo * giz’GQS‘:
% U4 % «® ...}:
8-o0. % -
P 3
240 " <
8 . 3
g_l Llllll!ll lllllill?lallsll;;o
. i 70.0 . s
2.5 65.0 67.5 a2

TIME (JULIAN DAY)

Figure 3: Declination Errors

deviations are given in terms of right ascension, decli-
nation and spin-rate, respectively and cover the period
from December 25, 1993 to January 4, 1994, Within
this period, from 27 to 30 December, 1993 a spin-axis
maneuver was performed. As can be seen in the fig-
ures, the execution of the maneuver did not affect sig-
nificantly the attitude determination results.

CONCLUSION

As a first conclusion, we point out that the attitude
determination software clearly achieved its goals. Af-
ter several listed (and solved) problems, the software
works properly for almost one year and during this
period it provided attitude information for many well
succeeded attitude maneuvers, well within the mission
requirements.

Nowadays initial guess to the spin-rate estimation
process is given from the attitude predicted file which
is accurate to betier than 0.lrpm. The pre-processor
and the preliminary attitude determination software
run daily. The fine attitude determination is excuted
on a weekly basis and extended attitude predictions of
up to 02 months are regularly made.

Another conclusion that we clearly draw from our
experience is that data pre-processing plays a funda-
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Figure 4: Spin-Rate Errors

mental role for the success of the whole process. More
than techniques for reducing random noise, it is impor-
tant to detect and solve for all kinds of spurious data
points, and supply the algorithm with failure detection
tools,

Among the reasons for so many problems during the
initial phase we can list: the long time lapse since the
satellite was ready until the launch and the impossi-
bility of previous test of the software with real data.
However, the most important was the lack of experi-
ence in supporting a real launch. Really, it was quite
a debut of the flight mechanics team in the attitude
determination field of a ying satellite.
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Abstract

The general problem of determining the attitude
from measurements of an angle and a direction is con-
sidered. [t is shown that there is no continuous ambi-
guity for this problem, because effectively three data
are given, However, the attitude still has generally a
two-fold ambiguity which can be removed only by the
addition of further data.

Introduction

While numerous algorithms exist for the estima-
tion of the attitude from the measurement of two or
more directions, the best known being the TRIAD
and QUEST algorithms,' no simple algorithm has ever
been published for the estimation of the attitude from
the measurement of a single vector and a single angle.
This particular case is of interest, because there being
only three independent equivalent scalar data, it might
seemn at first glance that a unique solution should exist
in this case. For the case of the measurement of two
directions on the other hand, a solution is, in general,
not defined without additional criteria, because three
parameters must be determined from four data.

In the present work a simple construction is given
for determining the solution to this problem. It turns
out that the solution is not unique but has a two-fold
degeneracy. It is also noted that since a determinis-
tic estimate exists, this must also be the maximum-
likelihood estimate. This fact is exploited to develop a
covariance analysis of the aigorithm using the QUEST
model® for the measurement errors. The algorithms for
solving this attitude problem and the covanance anal-
ysis were developed in order to provide rapid analysis
of attitude data from the a spacecrait equipped with a
three-axis magnetometer and a Sun angle sensor.

The Problem

We seek an attitude matrix 4 which satisfies

W, =AV,, §,.4V,=d, (1)
where W, is a measured unit vector in the body frame
(the direction measurement); 5': is & known vector in
the body frame; !-fl and V; are known vectors in the
primary reference (typically inertial) frame; and dis a
measured cosine (the angle measurement). We assume
that |d] < 1; otherwise, a solution will not exist. For
a typical spacecraft, W, might be the measured mag-
netic field vector and d might be the cosine of the Sun
angle as obtained from a spinning digital solar aspect
detector.

General Structure of the Solution
We begin by seeking all attitude matrices A which
satisfly W = A V'|. These are given by
A=R(W 8 4,, (2)

where 4, is any attitude matrix satisfying W, =
AV R[Fi’.. 4) is a the rotation matrix for a ro-
tation about the axis W through and angie &; and 8
is any angle satisfying 0 < 8 < 2w. R(W , §) is given
by Euler’s formula

R(f, 8) = cos 8 I3y + (1 — cos @) an'
=sind[[a]], (3)

with
0 Vs - |
[vll= [ -v3 0 ] (4)
vy =-w 0

To prove the assertion of Equation (2), assume that
there exist two distinct attitude matrices, 4 and 4,,
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satisfying W,=4 '-Vl and W = A, V|, respectively.
Then

W, = A(AJ'4,)V, (5)
= (AAZYHY A,V (6)
= (A4;")w,. ]

Thus, W must be the axis of rotation of the rotation
matrix AA; ", Since AA;' must be different from the
identity matrix, the axis of rotation is well-defined and
unique. Hence,

AAS' = R(W, 8) (8)

for some angle . Equation (2) now follows from Equa-

tions (8) and (8). Every attitude matrix given by Equa-

tion (2) satisfies W, = AV |. Therefore, there is a con-

tinuum of solutions, satisfying this equation.
Equation (2) is equivalent to

A=A, R(V,,9), (9)
with identical A, and 8. This follows from?
A, R(V, 8)A] = R(A,V,,6). (10)

A Single Solution for A,

We must now find a single A, which satisfies W, =
A,V . Let us look for an A, of the form

A, = R(ﬁﬂ ae)u {Il]
where
Apm A Ba L1ty (12)
[W x V|

which is defined provided that W, # £V . Then triv-
ially

i, V=0, (13)
and
[[ﬁ.)]f’; = —figx V,
W, — (W, V)V, : (14)
|Wy x Vi
Thus,
R(%,, 8,) Vi
= cosb, V,
siné. . - P
SISl SIS T S T T
T e rbiadinh il st
= cosﬂ,—”.vl' 1) sinfl,| V,
Wy x V|
LT (15)
(W x V|
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Since W, and V', are linearly independent, a unique
solution exists for 4,, namely,

sind, = |W, x V|, cosb,=(W, V), (16)
which yields
8, = ATAN2 (|W, x V|, (W, - V1)), (17)

where ATAN2 is the familiar FORTRAN function,
which for the purpose of calculating 8, we will adjust so
that the values always lie in the interval —-r < 8, < .
Note that once n, is fixed there can be only one
solution for #,. We could equally well have chosen

‘H-"lxi"i

i = - —— 18
' Wy x V| I (18)

in which case we would have been led to
8, = ATAN2 (=W x V||, (W, V). (19)

The two solutions are equivalent.

The quaternion corresponding to A, is has a very
simple form. To calculate the quaternion we note first
that

cos(8,/2) = (l+;os0.= f1+n;l.V,' (20)
d

an
c08(0,/2) 20 for |8 <. (21)
Likewise,
sin(f,) = 2 sin(8,/2) cos(8,/2), (22)
so that
in(d,
sin(d,/2) ,‘,%‘%—;ﬁ
L W, x-Vii- : @3)
V2(1+W, V)
Hence,
sin(82/2) g = — (24)
\(2(1 + Wl . Vll
and the corresponding quaternion is given by
_ L Jie WV,
o, 7
ﬁ’. x ‘-’1
x 1+ W[ . i’l ' (25)
1

which can now be computed without the need to com-
pute 8,. The Rodrigues vector p, (also called the Gibbs
vector) is given obviously by?

W1Xf’|

— - 26
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and the matrix 4, is given equivalently by

(Wl ""rlll-'ln.l

4_r_via'. x V) (W x V)T
1+ W, -V,

+H[Wy x V.

A, =

(27)

Complete Solution for A
Given §, we must now compute . Define
Wi=A,V;. (28)
Then @ is a solution of
51 R(W,0)W;,=d. (29)
Substituting Euler’s formula leads to
§2- [Wa—sind (W, x W)
+(1 - con ) (W x (W, x W)
= d, (30)
which can be rearranged to yield
[3‘: (W x (W x W;))] cosé
+ [3,-(1&1 x v‘v,)] sin
= (53 W )(W, W;)-d. (31)

There are clearly two solutions for 8, in general. To see
this define

|87 x Wi I‘l:i":x W,
ATAN2 ([32 (W x Wa)].
[.-'r,-(ﬁrl x (W x Ws))]) . (33)

B
A

(32)

Then Equation (31) can be rewritten as
Beos(f —3) = (5§, - W) (W, -W3)—d. (34)
From Equation (34) we see that & necessary condition
that a solution exist is that
|(3; . W,)(Wi » W;j - dl
< [Sax Wy |W, x Wy, (35)
If this condition is satisfied, then # has the solutions
(B W) (W, W) —d
(S x W | |W) x Wy

§ =0+ cos" , (36)

and the inverse cosine is indeed two-valued. Given A,
and # we can now construct the attitude matrix solu-
tions according to Equations (2) and (27).

Covariance Analysis

The attitude matrices constructed by the above algo-
rithm solve Equations { 1) exactly, Therefore, if attitude
solutions exist, they each certainly minimise the cost
funcuon

J4) = 5 (Wi= AV 5 (83 AV3—dP (o)
where o, and o4 are standard deviations character-
izing the weights. If a deterministic attitude solution
constructed according to the above methodology does
not exist (say, because Equation (35) is not satisfied
due to the effect of measurement noise) then one can
at least find an attitude solution (generally two) which
minimizes the cost function of Equation (37). The dis-
cussion of this section will still be valid in the latter
case.

We tecognize the first term as the negative-log-

likelihood corresponding to the error model?
w; =Atr“ﬁl ‘-AWI ' (38)

where AW, is the equivalent measurement noise,
which 1s assumed to be Gaussian and to satisfy

E{aW } =0, (39)
and
E{AW AW, }
= ol (fs - W\ WY™T), (40)

where E{ - } denotes the expectation. Likewise, the sec-
ond term of Equation (37) is the negative-log-likelihood
corresponding to the error model

d= 8§ AV, + Ad, (41)

where Ad is a zero-mean Gaussian random noise with
variance o}, Thus, the attitude matrices computed by
the above algorithm are also (non-unique) maximum-
likelihood estimates of the attitude. We may, there-
fore, compute the attitude covanance matrix as the in-
verse of the Fisher information matrix by interpreting
Equation (37) as a negauve-log-likelihood function.”*
The calcuiation of tne Fisher information is tedious
but straigntforward. The result for the attitude covari-
ance matnx, which we define as the covariance macrix
of the infinitessmai rotauion vector, £, connecting the
true attitude to the estimated attitude, is

s s Al
P = |57 (_J:ua-Wawl)
3~1
Big: Sx. a3 :
== (W3 x §;) (W2 s,)"J , (42)
d
where W, is defined as

W= AV, (43)
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Note that generally

w: = S’l ‘“j
even in the absence of measurement noise. For this rea-
son we have used the notation §, rather than W
Note also that Pge will not exist unless

W, (W3x§;)=0, (45)

or, equivaiently, uniess
52 (W x(AV3)) = (AV3)(S2x W) #0.(486)

Even though the attitude matrix may be defined in
this case the geometry represents an extremum situ-
ation in which the semsitivity of the attitude to the
measurements vanishes along one direction in parame-
ter space.

Remarks

Note that the fact that we have equivalently three
independent measurements (two for the direction and
ane for the cosine) does not guarantee a unique solu-
tion, only that the solutions be elements of a discrete
set. Uniqueness would be obtained only if the equations
for the three independent attitude parameters were lin-
ear, which is almost never the case,

We are not restricted to choosing

2 W._ b 4 ff!
Ay, E=—m—m. (47)
W x V|
In fact, any vector n, satisfying
f, W, =n,-V,, ! (48)

will do. We have selected one of the simpier cases. An
alternate choice is examined below, .

In fact, the construction of i, fails if W, ==V ,. If
W, = Vl, we may choose 4, = [3.3. I, on the other
hand, W, = -V, the we may choose fi, to be any
vector perpendicular to W, and 8, = 7.

Note that we have avoided using the relation,

in(@. /2) = 'l —cosd, N
sin( o2}y mmegm== (49)
in developing an analytic expression for the quaternion,
This would have led to an unnecessary sign ambiguity
which would have been complicated to resolve.

In developing the expression for the attitude covari-
ance matrix we assumed a particular model for the
measurement errors of the direction. We could, in fact
have used an arbitrary measurement model for Wy,
namely,

E{aW} = 0,
E{AW AW, }

(50)
(51)

1l
‘o

where PW is an arbitrary covariance matrix for W,

which muni. because of the unit-norm conscraint, sai-
isfy

PW.

so that PW is singular (rank deficient). Equation (37)
then genetaii:es to

JA) = (Wl-aﬁl)"?;,l{ﬁ'.-aifl)

W,=0. (52)

4+ |82 AV = dP?, (53)

i
whete # denotes the pseudo-inverse. The attitude co-
variance matrix generalizes to

= |pw.rez (v
Py (W, Pg, (Wil
Sy RO WY
+5 (Wax 5)(Wax 5)7| . (54)
i

If the measured direction is that of the geomagnetic
field, then in general the entire three-vector is known
and need not have unit norm. In that case the we
replace W, and V', by the unnormalised W, and
V', and the covariance matrix is now f{ull rank (Equa-
tion (52) no longer applies|. Equations (53) and (54)
remain unaltered except for the replacement

# -
FW; — Py

In many practical circumstances, however, the simple
modei of Equation (37) has proven to be adequate.

Note that the covariance matnx characterizes the
probability of the estimate compared to other solu-
tions within its immediate neighborhood. The algo-
rithm, however, has two solutions. the correct one of
which cannot be identified except by bringing addi-
tional information to bear on the attitude problem.
Thus, even though the attitude variances may be small
the estimacea solution, if it happens to be the false so-
lution, may be very far from the truth.

(55)

An Alternate Choice for the Initial Rotation
Instead of Equation (12) we could have chosen

-t wI i ."r:
A = ——— (56)
W+ Vy
Then it is easy to show that
Ay = R(A, ) (57)
s T
e (Wi V) (W +V)) . (58)
1+ W| V|
The quaternion in this case is simpiy
iy |
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The special case W, =V, no longer requires special
attention for this choice of 4), The treatment of the
special case W, = —V | is as previously. The com-
putation of 3 (corresponding to the earlier 3) and &
(corresponding to the earlier #) proceeds as before.

A More Direct Solution for the Attitude
Matrix

Instead of first calculating the attitude matrix from
the data and then determining a vector W3 which sat-
isfies

W; = A f"] . (60)

in order to carry out the covariance analysis, we might
try instead to calculate this W, directly and, once this
vector has been determined, calculate A using the triad
algorithm.!

To compute W, we write

WIKSQ

W9=0W1+55: +c
W, x 8|

(61)

which is possible provided that W, # £5,. It then
follows that

W, Wy = a+b(W,:-8,)=V,-V,, (62)
5, W3 = a(W,-§;)+b=d (63)
Wi Wi = o’+2ab(W,.5,)

+¥ 4+ =1, (64)

The solution for a and b is immediate and is given by

(V- V3) = (W, 53)d

a = - - ; (65)
Wy x §712
b ~ (W, -853)(V,- V:] (66)
« |W\ x 5,2
The solution for ¢ is now given by
c=%/1- (0 +2b(Wy-52) + ). (67)

This last calculation can be simplified by noting that

a’ + 2ab (W, - §;) +
1 N A Ko e
- d?-2d(V, V,3)(W,-S
WX [ (Vi V3)(W,-53)
(V- fr,)’] : (68)
The lack of a unique solution is now obvious from
Equation (87). Although the triad algorithm' can now
be used to calculate the attitude from the four vec-
tors V., V,, W;, and W, the measured unit vectors
are no longer uncorrelated, and the attitude covariance
matrix is still that computed earlier (Equations (42)
or (54)).
While the present algorithm is clearly more efficient
than that developed in the main text, it also suffers

from some numerical problems. Because of round-off
error it is not guaranteed that W, is a unit vector.
Worse still, large measurement errors may cause the
argument of the square root in Equation (87) to be
negative.

Discussion

We note with some dismay that for three data there
is no single unambiguous solution to the attitude deter-
mination problem. On the other hand, for two vectors,
which are equivalent to four data, the solution is gen-
erally overdetermined, so that no solution will exist.
If we are given three angles, two of which are to the
same body-fixed vector, then there will clearly by four
possible attitude solutions, in general. We conjecture
that for three angles, each one to a different body-fixed
vector, there will be eight possible attitude solutions.
It would appear, therefore, that the non-optimal at-
titude determination problem is always ambiguous or
nonexistent, and only least-square solutions of the over-
determined problem yield unique results.
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ABSTRACT

Remote sensing, meteorslogical and
other types of satelllites require an
increasingly better earth related
positioning. From the past experience
it is well known that the thermal
horizon in the 154 band provides
conditions of determining the local
vertical at any time. This detection is
done by horizon sensors which are
accurate instruments for earth referred
attitude sensing and control whose
performance s limited by systematic
and random errors amounting about 0.5°.
Using the computer programs OBLATE,
SEASON, ELETRO and MISALIGN, developed
at Inpe to simulate four distinct
facets of <conical scanning horizon

sensors, attitude errors are obtained
for the ©brazilian remote sensing
satellite (The first one, SSR-1, is

scheduled to fly 4in 1996). These errors
are due to the oblate shape of the
earth, seasonal and latitudinal
variations of the 15u infrared
radiation, electronic processing time
delay and misalignment of sensor axis.
The sensor related attitude errors are
thus properly quantified in this work
and will, together with other
systematic errors (for instance,
ambient temperature variation) take
part in the pre~launch analysis of the
brazilian remote sensing satellite,
with respect to the horizon sensor
performance.

Key words: Horizon sensor, attitude
errors, errors simulation.

INTRODUCTION

By detecting the thermal horizon of
the Earth, a horizon sensor system pro-—

vides the spacecraft with conditions to
determine the local vertical at any
time. This local vertical becomes a
reference for spacecraft stabilization
and attitude measurements. With this
goal, horizon sensors were developed
with high sensitivity in the 14-16 um
band assoclated with CO, absorption in .
the atmosphere. This band effectively
shields a sensor from clouds and other
low-altitude effects, however, makes it
sensitive to relatively slowly varying
temperature changes in the atmosphere
above 20 Km, thereby introducing
variations caused by seasonal and
geographic effects?®.

A scanning horizon sensor consists
of an infrared optics, spectral band-
pass filter for 14-16 um, thermistor
bolometer and processing electironics.
The field of view (FOV) of the sensor
is tilted by using a germanium prism.
The rotation of the prism results in a
conical scan of the space by the FOV
(Fig. 1J). During the scan, the FOV cone
intersects the Earth's horizon which is
detected by the sensor. The peried
between space-~to-Earth and Earth-to-
space crossings produces an electronic
pulse, whose width corresponds to the
chord of the Earth, as scanned by the
sensor. The chord length when compared
with a standard chord length determines
the roll angle. The scan mechanism also
generates a reference pulse signal,
correspending to the time when the FOV
is oriented towards the local vertical,
at pitch zero condition. When there is
a pitch angle (it results in an
asymmetry of the reference pulse with
respect to the chord length. The
asymmetry is a measure of the pitch
angle (Fig. 2).

Remote sensing, weather and other
satellites demand an increasingly
better accuracy in their earth referred
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positioning. This accuracy is limited
by systematic and random errors which
amount about 0.5°. Some of these srrors
arise from Earth oblateness, seasonal
and latitudinal variations of Earth
infrared radiation, electronic
processing time delay, misalignment of
sensor axis and were properly
quantified in earlier works. With the
same authorship of this paper, the
programs OBLATE, SEASON, ELETRO and
MISALIGN were developed to simulate the
errors mentioned above? and are used
here to simulate errors expected to be
found in the forthcoming brazilian SSR
missions. The SSR horizon sensor
analysis follows a brief Introduction
of the programs, which 1s dene by
simulating some aspects of past
missions and then comparing the results
cbtained with the published ones.

Program OBLATE

For the purpose of testing results
obtained from it, OBLATE program has
been first utilized in the attempt to
reproduce the results of Alex and
Shrivastava? in their simulation for a
typical conical scanning Earth sensor
(CSES) used in a sun-synchronous orbit
(904 Km altitude and 97° inclination].
The oblateness errors obtained by them
were compared with the errors obtained
via OBLATE (the gdetails of such
comparison are better explained in Ref.
2). From that comparison one can see
how well, quantitatively and
qualitatively, the expected results
were achieved with the use of the
program OBLATE.

For the SEASAT mission'! we only
knew the magnitude of the expected
oblateness errors taken from a summary
of pitch and roll standard deviations,

where one can see that the errors
magnitude is approximately:
Pitch Roll
sensor 1: 0.25° 0.05°
sensor 2: 0.14° 0.23°

Which are practically the same as
those found using the OBLATE program
(see Fig. 3).

Program SEASON

As a first test to the program we
tried to reproduce the prediction of
Ward® about the on-orbit performance of
the conical scan horizon sensor system
model 13-166-9. The orbital radiance
arrors were —computed for a sun-
synchronous polar orbit (inclination
98°) for an altitude of 100 NM in the
northern hemisphere only. With the use
of program SEASON, radiance errors were

simulated®. The similarity Dbetween
obtained and expected errors is
remarxable.

As a second test we compared

simulated roll and pitch errors for the
LANDSAT 4 mission' with the residual
errors obtained in-flight. Figures 4
and 5 show respectively the in-flight
data and the simulated (via SEASON)
ones. All biases have been removed for
the comparison. From them one can see a
good similarity in shape and magnitude.

As a third program test the
agreement between the prediction of
Weiss® for a conical scan horizon
sensor, In Earth orbits up to 6000 NM

for a range of inclipations and the
simulation of this sensor undertaken
via SEASON (Ref. 2 presents the

simulated errors). Again the comparison
showed a remarkable agreement between
expected and obtained errors.

Program ELETRO

This program® is used to simulate
the electronic processing of a conical
scan horizon sensor and is useful to
identify the triggering levels (usually
S0% of the positives/negative peaks of
the processed input Intensity) and/or,
for fixed triggering heights, to heip
finding out the time delay introduced

by the electronic processing. Even
though all time constants of the SSR
electronic components are not well

known yet, a previous simulation seemed
worth doing. The results are presented
in the next sections.

Program MISALIGN

The misalignment between spin axis
and optical axis is one of the error
sources that has been observed to
affect the accuracy of earth sensors

025



but has not been studied in sufficient
detall. The program MISALIGN was only
recently developed and represents a new
effort in the comprehension of the
errors due to misalignment of sensor
axes. As lnput data, the parameters ¢
and ¢y, which stand for, respectively,
offset angle between spin axis and
optical axis, and phase of the FOV.
Once fixed these two parameters one can
simulate roll and pitech errors
introduced by such misalignment. Some
results for one optical head are
presented (Fig. 6). They show that sign
and magnitude of the sensor errors vary
with orbital parameters :and sensor
position. The errors increase with the
eccentricity for the same semi major
axis and sensor position. Flgure &
shows, for 45° half cone angle, and for
several eccentricities, roll and pitch
errors due to 0.05° of misalignment
(¢), 180° of FOV phase (%g), in a
7,282.14 Km semi major axis orbit and
with spin axls positioned according to
the angles « (canting angle = 20°) and
B (rotation angle from pltch-yaw plane
up to spin axis = 30°), As one can see
the errors are small {f compared with
other sources as oblate shape or
radiance effects. For circular orbits
the error is constant. In the case
mentioned the magnitude of the roll and
pitch errors for null eccentricity is

107%* but can be majored to 107'° if
changed the spin akis for pitch or roll
axes.

SSR Errors Simulation

SSR Parameters

The simulated sensors (Fig. 1) have
their optical heads <disposed in
diametrically opposite directions

("back to back"). The first one has his
optical axis bent «; degrees down with
respect to the positive pltch axis
while the second has his optical axis
bent «, degrees down with respect to
the negative pitch axis. The orbit is
circular sun-synchronous with 839.73 Km
altitude and 97.7° inclination. Some of
the defined parameters are as follows:

oy, «p: canting angles (0°, 0°)
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Y1, 73+ half cone angles (between 45°
and 80°)

FOV dimension: 1.5° X 2.8°

The paramitérs for the simulation
of the electronic processing are
presented below. Some of them were not
well deflned yet and, for previous
simulation purposes, they were taken
from similar projects (see Ref. 3.

Bolometer time constant: 2.25 ms

Bolometer responsitivity: 1585 V/W

Coupling clrcuit time constant: .16 s

High-pass filter time constant: l.éms
Low-pass filter time constant: 0.01 s

The simulation undertaken resulted
in the following zraphics where one can
see the errors and thelr respective
sources (Fig. 7, 8 and 9)

Results and Conclusions
Flgure 7 shows the simulated SSR
oblateness errors. W“hen the average of
both sensors outputs is used, the roll
error reduces considerably (maximum
0.05°) while the pitch oblateness error
is not affected significantly (max.
u23%).s

Figure 8 shows the simulated errors

due to seasonal and latitudinal
variation of the 15u infrared
radiation. Again the average, !f used,
reduces the roll error (max. 0.07°),

but the pitch error remains not
significantly affected (max. 0.3°). It
should be mentioned here that the use
of some kind of normalization technique
could reduce these errors to 0.04° roll
and 0.08° pitch (see reference 5).

The electronic processing
simulation is undertaken. Results are
shown in Fig. 9. From it one is able to
identify bias errors Introduced by
electronic processing delays and/or
better estimates for triggering heights
(usually taken as S0% of
positive/negative peaks, Vp and Vyl.
Figure 9 identifies the time when the



FOV crosses from space-to-£arth, ¢;n.
and from Earth-to-space, ¢,,. Note
that these crossing times are shifted
in a quantity introduced by the
electronic processing delay. The
simulation is useful to identify this
quantity and/or to identify triggering
heights that are able to nullify such
delay.

As we have mentioned, some
electronic parameters were not defined
yet. The simulations that have been
undertaken here represent a previous
analysls effort on the expected errors
and will take part as starnting points
in the forthcoming SSR pre-launch
analysis in the branch concerned with
horizon sensors.
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Abstract

Four Earth satellites are planned to be launched in
the framework of the INTERBALL project: one pair—
into orbit with apogee height 20 000 km, and the other
pair—with apogee height 200000 km. The goal of the
project is to explore phenomena in the Earth magne-
tosphere and in the solar wind. To reduce the infor-
mation flow to be transmitted to the ground telemetry
stations, the onboard processing of the physical data is
planned. To fulfill this processing the knowledge of the
spacecraft attitude parameters is necessary. For these
reasons onboard the two main spacecraft, which are of
the PROGNOZ type, special computers are to be in-
stalled which will allow to determine in quasireal time
the actual attitude parameters. With this approach
measurements of the onboard instruments can be prop-
erly organised, and a significant reduction of telemetry
data flow is achieved. The PROGNOZ type spacecrafts
are spin stabilized. The attitude control system peri-
odically restores the direction of the spin axis to the
Sun, when the angle between the spin axis and direc-
tion towards the Sun exceeds a certain value. The al-
gorithm of attitude determination is based on statis-
tical processing of the solar sensors data (or infrared
Earth horizon sensors data) and magnetometer mea-
surements. For this purpose the angles which charac-
terize the Sun direction in the spacecraft frame are

approximated by trigonometric functions of time. Be-
cause the spin axis lies in the vicinity of the ecliptic
plane, the angle which determines the ecliptic North
Pole direction in the plane orthogonal to the spin axis,
is approximated by a linear function of time. The ap-
proximation mentioned is feasible because of close po-
sition of the angular momentum vector with respect to
the principal inertia axis of the spacecraft which at-
titude motion is very precisely modelled by the Euler
case of the solid body motion. For the magnetometer
measurements the use of a geomagnetic field model is
included into the onboard proccessing algorithm. It de-
mands to calculate onboard the position of the satel-
lite in space. The method admitted here is the Runge-
Kutta integration of differential equations of the space-
craft motion. At those parts of the orbit where the use
of the magnetometer or infrared sensors is impossible
the angular momentum position is used which can be
determined from measurements by solar sensors only,
i. e. without the magnetometer measurements or other
sensors. The direction of the angular momentum vec-
tor in inertial space is assumed from those parts of
the orbit where one has the full set of measurements.
The onboard processing is carried out on twelve min-
utes intervals during which one could neglect changes
of the vector towards Sun with respect to the space-
crafl center of mass. The output of the algorithm is
a set of constants in the approximated law of space-
craft motion including the so called “top of spin”—an
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impulse which is trasmitted to scientific instruments
once per spin period. [t is generated when the ecliptic
North Pole passes through fixed longitudinal plane of
the spacecraft.

Approximation for the law of motion around
the center of mass

The spin-stabilized spacecraft is spinning around the
main axis of the maximum moment of inertis. Under
actions of small perturbations (light pressure, aerody-
namic {orces, gas escape from a pressurised satellite,
etc.) this rotation is the only stable one (Werts, J. R.,
ed., 1978),

The spin moment produced by the jet forces is di-
rected, with some error, along the spacecraft body axis
which does not exactly coincide with the main centzal
axis of inertia due to errors of the spacecraft balanc-
ing. Therefore, after a spinning up, the spacecraft spin
axis is misaligned from the main axis of inertia. In the
first approximation the motion of a spacecraft can be
presented as an Euler-Poinsot solid body free motion
(Buchgolts, N. N., 1967).

The characteristic feature of the motion is a small
misalignment angle between the main axis of inertia
and the angular momentum. This peculiarity provides
a possibility to use a simple approximation for the
equation of motion (Eismont, N. A., 1975).

Let us introduce the system of coordinates connected
with the satellite body. The origin of the coordinate
system is taken at the center of mass, the X axis is
directed along the satellite structural axis which nom-
inally coincides with the spin axis and is close to the
main axis of the maximum moment of inertia. The ¥
axis is the structural axis close to the axis of the inter-
mediate moment of inertia ¥;,; the Z axis is the struc-
tural axis close to the axis of the minimum moment of
inertia Z,,. Balancing of the satellite is performed to
reach the maximum coincidence between the structural
and main axes of inertia, however because of not ex-
act booms and antennas positions after extension, and
errors in the balancing operations the angles between
corresponding axes for the PROGNOZ satellites can
reach 1.5°. The angle between the main axis X,, and
the vector of the angular momentum L reaches approx-
imately the same value immediately after targeting the
X axis to the Sun and the spacecraft spinning up. The
process of the satellite stabilisation lasts several min-
utes, then it is moving freely.

The analysis of the motion of the previous satellites
of the PROGNOZ type shows that under the action of
dissipative forces in the solar panels, booms etc., the
angle between the main axis X, and the vector of the
angular momentum L decreases down to values of ~
0.2° in the period from 1 to 4 days. Besides, under the
effect of forces caused by the gas leakage the angular
velocity of the satellite motion is changing linearly by
the value of up to 1.5% for 10 days.

The initial value of the angle between the direction
to the Sun and the X axis of the satellite, because of
a misalignement of the main axis X,, from the X axis,
and also because of the errors of the orientation to
the Sun was about | + 1.5° for the satellites launched
earlier.

Because of the orbital motion of the Earth the
direction to the Sun changes its position with the
rate of about 1°/day. For the Tail Probe satellite of
the INTERBALL project the direction of the angular
momentum remains practically unchanged. Therefore
the angle between the longitudinal axis and the Sun
changes approximately with the same rate, i. e. 1° /day.
When this angle reaches the value 10° it is planned,
without stopping the rotation, to redirect the satellite
longitudinal X-axis to the Sun. In this case the atti-
tude control system should suppress the nutation mo-
tion of the spacecraft down to the value corresponding
to the angle of 1° between the main axis and the an-
gular momentum. The reorientation process can last
several minutes,

The Auroral Probe satellite has an orbit with the
apogee of about 20000 km. The vector of its angular
momentum can change its position under the effect of
gravity gradient with the mean rate up to 5°/day. It
requires higher frequences of switchings of the attitude
control system for targeting the X axis to the Sun.
However, in all cases of the motion without controlling
forces for time intervals up to 10 min the level of mo-
ments of external forces and internal dissipative forces
can be considered as sufficiently low to approximate the
satellite motion by solid body free motion (the Euler-
Poinsot case), i. e. to neglect the disturbing moments.
The direction to the Sun within such a time interval (in
the inertial frame) can also be considered invariable.

Let us designate as o and 3 the angles formed by the
projections of the direction to the Sun from the space-
craft to the planes XY and Y Z with the X-axis. These
angles can be approximated by the following functions
of time ¢:

a =A; +Agsinwl + Ajcoswt +

+ A sinwql + Ay coswyt, (1)
B =B, +Bisinwt+ Bycoswi+

+Bysinwqt + By coswal, (2)

The constants 4;, B, w, w; are not all independent.
Their kinematic meaning is as follows:

Ay, By—are the angies between the X axis and the
projections of the main axis of intertia X, to the XY

and XZ planes, respectively;
Aj+ 43 = \/B,; + B} is the angle between the
direction to the Sun and the vector of the angular mo-

mentum;
wy = cwy, where

==‘/U’_J}3:&?-J'): (3)
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Je > J, > J, are the spacecraft main central mo-
ments of inertia;

wy is the angular velocity of the satellite rotation
around the main axis X,,;

w3 18 the angular velocity of the rotation of the an-
gular momentum relative to the satellite;

\/Bf +B} = dv{A} + A, (4)
where
[7i(7. <)
e k2 T ) ®)

Besides, the constants satisfy the relations:

arcsin as - I = arcsin Bs
VAI+A) 7 VB +58)’

arcsin As B AP arcsin L
JAl+4) 2 /B + B3

Thus the angular momentum relative to the satellite
is moving along the surface close to the elliptic cone.
While giving its position by angles a and 3 similar to
the position of the Sun in the phase plane a, 3 the mo-
tion of the angular momentum vector is characterised
by the ellipse with semi-axes a and b

A} + A} —along axis a (i. e. along Y);

= \/ B} + B} = da—along axis 3 (i. e. along Z).

The center of this ellipse has the coordinates Ay, By.

Attitude sensors

As the instantaneous axis of the satellite rotation lies
sufficiently close to the ecliptic plane and misaligned
from its mean position by no more than by ~ 1.5°, for
the Tail Probe and ~ 10° for the Auroral Probe the
projection of direction, orthogonal to the ecliptic plane,
to the Y Z plane of the satellite is rotating practically
with the constant velocity. It gives the position of this
projection by angle v, counted from axis ¥':

¥ = ¢, + eat,

where ¢, is the initial phase, ¢; = —w;.

It is planned to use the solar sensor and the mag-
netometer for the determination of the spacecraft atti-
tude.

The solar sensor measures the quantities providing to
calculate angles a and g for the time instants of mea-
surements. The minimum interval between measure-
ments is ~ 0.2sec. However the interface between the
attitude onboard processor and the solar sensor should
provide a possibility to select the sensor measurements
with an arbitrary data step exceeding 0.2 sec.

The magnetometer measures three components of
the magnetic field vector over the whole possible range
of the flight altitudes. But these measurements can be
used only at altitudes for which there is a reliable model
of the magnetic field.

For the Auroral and the Tail Probes the initial
perigee altitude is about 500 km, apogee aititudes are
20000 km and 200000 km respectively. Under actions
of the Moon and the Sun perturbations, the perigee
altitude of the Tail Probe is increasing up to 12000 km
in & year after the launch and reaching its maximum
of 18000 km in a year and a half,

Algorithm for the “top of spin” ealeulation

The algorithm objective is to calculate the time in-
stants when the direction to the North pole of the eclip-
tic passes through the XY plane of the satellite from
the data of the onboard magnetometer and the solar
sensor.

For the altitudes when it is possible to apply the
model of the magnetic field, the algorithm is reduced
to the following sequence of operations.

1. Using initial conditions the numerical integration
determines the cartesian coordinates and projections of
the velocity vector of the satellite into equatorial non-
rotating system of coordinates (“absolute” frame).

2. For the calculated satellite coordinates the simu-
lative model vector of the magnetic field Hy and the
vector of direction to the Sun Sg are calculated in the
same system of coordinates,

3. For every mentioned point the matrix is plotted
from the data of the solar sensor 5,, and magnetometer
H,» measurements:

S % | S X Hin < E
Igmxﬂm‘ |!m5‘gml i

The matrix is caleuiated from Hy and So:

§° x By §o x Eo %3
[Bo x Hof| Bo x Ho|

and then the transition matrix—{rom the system of the
satellite coordinates to “absolute” system is calculated

Win = [|Sm (6)

WQ = (T)

5

M=Wye W, (8)

If the vector of the direction to the North pole of the
ecliptic in the “absolute” frame is denoted as N =
(N2, Ny, N;), the angle v between the ¥ axis of the
satellite and the N projection onto the Y Z plane is de-
termined by projections Ny, N, of N vector to the

piane Y Z:
Nes
( Ney ) =M+N
NBI
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Using the symbols of functions from the library of
Fortran standard functions

v = ATAN2(N s, Noy) (9)

4. These operations are made with the step of 30 sec,
their results are values y; within the time interval of
about 10 min.

The array of v; is built so that vy = ¥(1;), where
1) is the moment of the first measurement. Then, till
(% — vis1 — €) < 0, where, for example, ¢ = /4 and
i=1,2... the value 7;,; can be taken as v;;, — 2x.

5. The values v; thus obtained are approximated by
the function

¥ =e1 +eat (10)

where ¢y and ¢y are defined by the method of least
squares while processing the measurements in the form
of Yi

Further the moments ; for the “top of spin” are
calculated using the following equations:

(k=0,1,2). (1)

For altitudes where there is no reliable model of the
magnetic field, the “top of spin” moments #; are cal-
culated by using the vector of the direction to the Sun
(Sg—in the absolute frame; S, —in the satellite frame)
and the vector of the angular momentum (Zo—in the
absolute frame, L, —in the satellite frame).

The vector of the angular momentum L., in the satel-
lite frame is defined by the processing of measurements
of the solar sensor. The processing consists in the min-
imisation of the sum of squares of residuals J of mea-
sured values &;,ﬁj of angles a and 3 and their cal-
culated values a;, ;. The index i corresponds to the
times of measurements t;; j+—to the times {; now,

7= [(a: —&)* + (85 - 6)*)
The minimization of J is carried out for the chosen
phase frequency w; and coefficients Ag, By in ratios (1),
(2). In this case the algorithm is formed in such a way

that for each w; the values of Ay, By are calculated,
which result in a minimum of J magnitude.

E(W;) = Amig J(Ak' Bl‘twl)

LI ]

Y& = c1 + Caix = —27wk

(12)

(13)

This problem comes to the solution of two systems of
linear equations

1 1 5

sinw 1L sin wily
Z coswit; - coswaly =
i sin wqt; sinwt;
cos wat; cos wat;
Ay 1
A, sinw ¢
| Aa = Ei & | coswi; (14)
Ay sin wat;
As cos wati

1 1

sinwt; sinw;;

2 coswqi; | * cosw i *
J sin wat; sin wal;

cos wal; coswyly
By 1
B: . sin w["‘

| Bz | = 38| coswyiy (15)
B.; sinwzt,-
Bs CO.U';‘J'

If measurements are taken with a constant step, i. e.
ti = (i-1)Ag (i = 1,2,3...) then while calculating
the trigonometric functions, the recursive method can
be used.

sin(n + 1)A¢ = sinndAdcosldg+
+cosnAgain Ag,

cos(n+ 1)A¢ = cosnAgcosdd+
—sinnAdsin Ag. (18)

It should be mentioned that the coefficients with un-
known Ay, B in the systems of equations (14), (15)
do not depend on measurements if measurements in
each point ¢, {; are involved in the data processing.
In this case it is sufficient to calculate the matrices
MA(M) and MB(H) (It is evident that with ¢ = {;
MA(wl) F MB(“I))

The minimization of E(w,) for w; can be made by
the method of parabolic approximation. In this case
three values of matrix MA(UH), Ma(hlm), MA(“'IS)
are calculated.

The value w3 can be taken from the data of process-
ing at altitudes, where the magnetic field model can be
used.

Wiy = —Cy

Then for each subsequent interval the value of w3 is
taken from the solution of the task during the preceding
step of processing.

The vector of the anguiar momentum of the satellite
L,y is defined in the satellite frame by angles az, ¢

ap = A|+ Agsinwyt + Agcoswst
B, = By + Bysinwat + Bs coswyl

The vector of the angular momentum in the absolute
space is calculated for altitudes where the models of the
magnetic field can be used

-EO - MT . Em
For the Tail Probe which orbit goes out of the limits
of the altitudes of the reliable magnetic field model it
is taken

fn = const
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(A version is possible when the time change of Lo
is taken into account. [n this case for the Tail Probe
the differential equations are integrated with the step
of several hours),

Then the “top of spin” (TS) is calculated with the
use of equations (6)-(11), where in (6) and (7), Z» and
Lo are used instead of H,, and Ho.

Admissible levels of the calculation
discreteness. Required arrays of processed
information.

The calculation of the “top of spin” is made by var-
ious algorithms; by the Algorithm I at altitudes where
the model of the magnetic fleld is used, and by Al-
gorithm II at altitudes where the previously acquired
knowledge of the angular momentum position in space
is used instead of the model vector of the magnetic
fleld.

In the first case it is sufficient to calculate, in the
satellite frame the magnetic field vector and the direc-
tion to the Sun once per 30 s, i. e. to solve the same
problem that is performed by the ADO instrument in
the project AKTIVNYI (J. Klas et al,, 1987) with the
step of 10 s.

The additional operations are the calculations of the
angle between the Y-axis of the satellite and the pro-
jection to the satellite plane Y'Z of direction to the
ecliptic North pole.

From values v the array is formed corresponding to
10-20 min of the flight. Then the system of linear equa-
tions is solved, in this case the coefficients ¢; and c;
are calculated in the equation for ¥ and from them the
“top of spin” is determined for the subsequent interval
of 10-20 min. i

Auroral Probe is méving along the orbit with the
apogee of 20000 km, i. e, in the region of distances of
the Earth where the use of the magnetic field model
is possible. Therefore for the Auroral Probe the use of
only Algorithm [ is sufficient.

The simplest method of the orientation calculation
when the spacecraft enters the Earth shadow is the
extension of the extrapolation interval of 10-20 min
up to 1 hour (duration of the satellite shadowing).

A more complex Algorithm Il uses the knowledge of
the position of the angular momentum. For the Tail
Probe the determination of the position of the angular
momentum in space by measurements near the perigee
area of the orbit is the necessary part of the attitude
restitution algorithm.

In this case the solar sensor data are sent to the com-
puter each 5 sec.

Calculating the matrices of equations (14) and (13)
for w = —c¢;3 is possible simultaneously with the forma-
tion of the array &.',B,-.

At the end of the 10 minutes interval the equations
(14), (15) are solved and the position of the angular
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momentum vector in space Ly is calculated. These cal-
culations are made for altitudes beginning with those
of > T000 km where vector of the angular momentum
in space remains stable with the accuracy up to the
measurements of the direction to the Sun,

Beginning with altitudes of 20000 km within each 10
minutes interval the system of equations (14) and (15)
is solved for three values of the w;: wyy, w3, w3, and
the values J(wy,), J(wiz), J(wi3) are calculated. Then
the wym giving the minimum J(w,) is calculated by
quadratic approximation:

J(wim) = min J(wy)

When systems (14) and (15) are solved and J(w;)
is minimised, the input of new data on &;3; can
be blocked. An organisation of calculations is possi-
ble with which the interval of time of the formation
of the measurement array is equal to the time interval
of processing of these arrays for determining the “top
of spin”. In any case it is evident that the interval of
the extrapolation is equal to the sum of the intervals of
the formation of the array of measurements and their
processing,

Description of some programs used for the
ground-based processing

During the ground-based processing of measure-
ments of the solar and Earth’s sensors of the PROG-
NOZ satellites launched before the satellite coordinates
were determined by the integration of differential equa-
tions of the satellite motion, the Sun and the Moon
in non-rotating geocentric equatorial system of coordi-
nates, The effects of the Sun and the Moon and the
field of the Earth's gravitation forces were taken into
acoount with the accuracy up to the second sonal har-
monics.

Runge-Kutta method (RK) of the fourth order was
used for integration with the variable step. In the pro-
gram RK realising this method the right-hand parts of
differential equations of the motion were calculated by
DIF subroutine.

Subroutines RK and DIF have a common block
COMMON/T/ T, R(18), F(18), RA(8), RL(6), T1,
TK. Besides the Subroutine DIF has a common block
/G/ GE, GS, GL, SPL, RE.

Before calling the RK the following values should be
given to:

* gravitation parameter of the Earth GE = 198.6004;
s gravitation parameter of the Sun GS = 13271251T;
¢ gravitation parameter of the Moon GL = 4.90265;

s parameter of the Earth flattening SPL =

0.0678913965;

o average radius of the Earth RE = 6.371.



In array R(18) there should be put down (for the
moment T1) the initial coordinates and the projections
of the satellite velocities (projections of the satellite
radius-vector on axes X, Y, Z and then the projections
of the satellite velocity vector to the same axes), Sun
and Moon.

The dimension of variables: thousands of km; (thou-
sands of km)/(thousands of sec). Besides there should
be given the initial time T1 and the final time TK in
thousands of seconds calculated from the arbitrary de-
fined moment of time.

As & result of the subroutine RK operation, after
leaving RK, we obtain in the array R(18) the parame-
ters of the satellite motion, of the Sun and the Moon
for the final moment of time TK.

The initial parameters of the Sun and the Moon mo-
tion are taken from the Addition to the Astronomical
Almanach or from the DE-118 model.

Algorithmas for cases of non-standard operation
of the attitude determination system

The main objective of the device is to form the TS for
scientific instruments. In this case it is essential to send
this signal with the period equal to the period of the
satellite rotation. The moment of “the first” TS is not
critical for the operation of the most instruments, i.e.
just the relative position of reference marks is impor-
tant, Thus, in a non-standard case their absolute ref-
erence direction can be obtained by the ground-based
processing.

For the Auroral Probe the algorithm is possible
which uses only the information on the magnetic field.
It can be assumed in this case that the X-axis of the
satellite is directed to the point coinciding with the Sun
position during the orientation.

The algorithm can be more accurate if it is based on
the assumption about the coincidence of the angular
momentum vector direction with the direction to the
Sun at the final moment of spacecraft axis targeting
towards Sun. Then the angular momentum vector is
defined by the integration of equations averaged dur-
ing the satellite rotation. The X axis of the satellite is
assumed to coincide with the angular momentum vee-
tor.

Such an approach is possible if there are no magne-
tometer data and if the measurements are sent only
from the solar sensor. It is also assumed here that the
angular momentum during the initial moment (orienta-
tion moment) is directed to the Sun. Then the TS is cal-
culated on the basis of the knowledge of the direction
vector to the Sun and the angular momentum vector
relative to the sateilite as it was described above. The
realization of algorithms which use the knowledge of
the position of the angular momentum in space should
assume the possibility of sending the information about
the angular momentum vector position from the Earth
via the command radiolink.
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To calculate it on the Earth there can be used the
telemetry data of the device recording the Earth pass-
ing through the field of view (such as DOK, UVAI).

List of parameters sent by the device to the
telemetry system

To control the device operation and for the subse-
quent ground-based processing of the scientific instru-
ment data the following parameters are sent to the
telemetry system:

1. The start of the processing interval, coefficients
A|.| A?t AS! A-h A-M Bll B?l BSI B-h Bﬁ and phm
frequencies wy = —¢3, wy. These data are trans-
mitted once per ten minutes.

2. Cosines of the angular momentum.

3. TS—the moments of the passing through ¥ axis,
of the satellite ¥ Z plane projection of the direc-
tion to the North pole of the ecliptic.

The enumerated parameters are sent from the com-
puter to the buffer device with the memory volume
1024 bytes.

Control of the computer operation

The possibility of sending the following parameters
through the command radioline should be envisaged

for the computer operation:

1. The initial conditions of the motion of the satellite
mass center (time and six Cartesian coordinates).

2. The initial position of the angular momentum vec-
tor in space.

3. The relationship between phase angular velocities
of the satellite and the angular momentum relative
to the satellite,

4. The initial phase and the angular velocity of the
satellite rotation.

5. The initial moment of the passing of the ecliptic
North pole of direction projection to the ¥ Z plane
through ¥ axis and the period of the satellite ro-
tation.

Besides the following commands should be envisaged:

a) transfer to the calculation program using the given
vector of the angular momentum and the solar sen-
sor data;

b) transfer to the calculation program using the given
vector of the angular moment and the magnetic
field measurements.



Input of measured parameters

Angles a and 3 are calculated as functions ofK_., Kj
values basing on the fact that the unit vector S, in
the satellite frame

is determined by equaltions
S: = coséy -cos dy

2

Gy ' (—sindy + siné; + cos §3)

S =S

S. = T'(—lil'la'; —lin&. -COOJ:)

In this case §; and §; (in minutes) are found from
§ =0, 5(1‘(1 + D.SK';) + 8,
b, =0,5K; + ¥,

where § and ¥ are constants.
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Abstract

The SPOT system is operational since the
February 22nd 1986, SPOT | launch date; SPOT 2, the
second satellite, was put in orbit on the February 21st
1990, and the station acquisition of SPOT 3, the last first
generation satellite, was successfully performed after the
September 26th 1993 through an Ariane launch.

Now, three satellites are in orbit, and their relative
positions depend on the respect to the station keeping
requirements specified for each one. Only SPOT 2 and
SPOT 3 products are presently commercialized, SPOT |
being kept in standby. The topic of this document is to
give the main information about the flight dynamics
aspects of the system. In that, it synthesizes the
specifications related to this field, and recalls specific
remarks resulting from the mission analysis. Among
following parts, one is described more in detail: the
station acquisition, refering to the operational resuits of
SPOT 3 launch: launch phase, description of the
operations, station acquisition, maneuvers strategy,
definition of the parameters monitored for station
keeping, automatic management of maneuvers, relative
deviauon of the 3 satellites. -

Key words: SPOT, station keeping, station acquisition,
maneuver, launch.

Context of SPOT attitude and orbit control

Main characteristics of the system

The main mission, already introduced through several
publications is now well known. Many passengers are
asking for use the infrastructure of SPOT platform to
proceed to various experiments: DORIS (SPOT 2/3/4)
performs highly accurate altimetric measures which
enable to locate the satellite better than 10 ¢m in radial
and 20cm along wack: POAM (SPOT 3) performs
measures of the ozone layer; PASTEL terminal (SPOT 4)
will realize an optical link with a geostationary satellite
(SILEX system}).

The platform used for those payloads is hence more and
more in demand and has been improved on an on-board
concept now well tested.

The AOCS (Attitude and Orbit Control System)
management is ensured by a sophisticated and reliable
flight software which keeps the three axis stabilization at
less than 0.15 degree in the most precise mode. This
mode uses inertial wheels for correcting the arttitude, thus
limiting perturbations which could affect the images
quality. Other modes provide a control by thrust
(3.5 newtons): they are modes used for operating the
propuision system (long thrusts > 20 s and short thrusts),
and specific modes used when the flight software or some
equipments are faulty {rough acquisition, sun pointing in
survival mode).

The selected orbit has to sadsfy most of the
observation demands, prefering the scenes located
between +60 degrees of latitude and reducing the
elapsed ume to sansfy those demands. Therefore, the
orbit is phased on a 26-day cycle for 369 orbits. The
369 ground tracks are characterized by their longitude at
the equator; the reference of the trackl s
330.24 degrees. The distance between successive ground
tracks at the equator is 108.6 km, and the two successive
ground tracks (i, 1+1) are 2823.7 km apart.

On days J and J+35, the ground tracks are one inter-
track apart, thus providing accessibility to a five-day sub-
cycle as indicated on the following figure.
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Figure | : Passing days to inter-tracks located
between two successive ground tracks

The selection of phasing and repetitivity defines the
orbital period, hence the semi-major axis. To maintain an
altitude and a constant lighting above a given point is
necessary for comparauve study of the images. Stability
of the altitude is ensured by the constraints on the
eccentricity vector (frozen perigee). A constant lighting
will be obtained through sun-synchronous (the precession
of the orbit plane is linked to the sun rotation speed).
This choice imposes this inclination value in relation
with the semi-major axis:
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Therefore. the orbit will be a quasi-polar one, and the
lighting level above covered areas depends on the
selection of the pass local time at the descending node
(at 10:30).

Such an orbit leads to the notion of pass set as shown on
the following figure.
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Figure 2 : Set of SPOT passes above
AUS (Toulouse), KRU (Kourou), HBK (Pretoria)

The passes above Toulouse [9h - 13h] and [19h - 24h]
mark the rythm of the exploitation; the satellites tracking
data enable to refresh the information about the orbit, the
maneuvers previsions, the parameters of the correspon-
dance between the on-board clock and the Universal
Time. and to elaborate the data required for
programming the next day mission. This programming
will be done during the afternoon and the corresponding
commands are sent during the evening passes.

A daily planning (7 days / 7) is established where all
utility tasks are inserted: it is the operational routine
during which the orbit corrections needed for station
keeping are performed (from 15 days to 6 weeks for the
ground tracks keeping at 0 degree, every 14 months for
the ground tracks keeping at 60 degrees).

Some perturbations can affect the routine, as anomaly
in the payload or in the flight software, and lead to an
altered mission capacity; but those cases are rare. Some
specific gathering of perturbations can be very cnucal
and lead to the survival of the satellite: in this situation a
very simplified attitude control mode is used, which daes
not need the flight software, and ensures a coarse sun
pointing for a sufficient charge of batteries; it happened
once for SPOT |, on the December 16th 1992, and was
quickly fixed; it served as a valuable experience to the
operational teams.

Main requirements

Concerning the flight dvnamucs functions and data,
there are 2 classes of needs: for the follow-up of the~
piatform (utlity) and the payload (programming and pre-
processing of images). They are assumed by a specific
enuty of the ground segment. The first class of needs
mainly consists in refreshing the flight software
parameters which affect the attitude control; in
particular, a deviation less than 2 degrees must be
maintained, between the on-board esumated position and
real position determined on ground. Sensors masking is
also controiled.

The other needs are expioitation aids. and all these
data are elaborated from the standard orbit determi-
nation. The second class of needs concerns accuracy
requirements for the orbit mission determination and the
dating precision of image pixels:

Table | : Orbit accuracy requirements

(max. values)
Determination , Prediction at 36h
cadial 00m | 3S0m
across the orbit 300 m | 300 m
along the orbit | 500 m 1000 m J

As the orbit parameters used for pre-processing of the
images are transmutted using the payload telemetry, the
accuracy should be assessed over the next 36h in
prediction for SPOT 4, and it was specified in determi-
nation for SPOT 1, 2, 3.

Requirements for the station keeping are the bounds
windows:

1. =3 km for the reference longitudes at the equator,
2. =5 km for the reference I8ngitudes at £ 60° latitude,
3. = 10 mn for local time.

The 2nd and 3rd constraints induce an inclination
correction, but the third is ensured by the respect of the
second one.

The cost of station keeping is conditioned by the
inclination drift (.038%/year) and by the semi-major axis
drift (from 4 m/day to 26 m/day according to the solar
activity). As the mission stretches over 3 years, the
dimensioming value considered for SPOT4 are
0.135 degree for the inclination, and 9 km for the semi-
major axis: 33 kg propetlant consumption is also
dimensioning the station keeping coast,
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The requirements set of the system led to use 3 types
of orbit modeiling. The first one is useful for mission
analysis and system reference.

Table 2 : Simplified SPOT orbit model

a = 7200547 + 8946 cos (2. Oyy)
ex. = 0 + 0,000725 cos (3. oty)
- 0.000282 Cos (Qtyy)
ey = 0001144 + 0,000725 sin (3 . otyy)
- 0,000904 sin (Oty)
i = 98721646 - 0,005466 cos (2. Otyy)
Q = Qy - 0,005522 sin (2. ahy)
o = Oy + 0.052587 «sin (2. oty)
(a'in meter, and i, Q, o in degrees)
Q. mean value of ascending node right ascension in

inertial reference

hl =h
=9(!)+( )-360+130

-

8(t): sideral ime att

Oy mean value of &
= 179.8689 + a(t-t))
369 x 360

o degrees / day
(th) (time, hour) of parameters
(ty;,hy) (time, hour) of node | passage

h, = 10:30
ty = + [EL = EL)
24 360
j; =day of node | passage
@, = node | longitude = 330.24 degrees

It enables to represent the theoritical tracks of the
phased orbit, without considering the perturbations
which require phasing keeping at various latitudes: the
atmospheric drag and the moon-solar potential. On the
day J of the cycle, the pass on the required tracks is
conditioned by the y value.

The second one is at the operatonal level: a more
sophisticated analytic development is used for the
maneuvers computation needs which are based on a
mean parameters notion, and to ensure the standard orbit
determination.

The corresponding software package is integrated
into the image processing centers (SPOT 4), the initial
orbit parameters being provided by the ground interfaces
or transmitted through the image telemetry.

In the first generation SPOT system, the orbit
determination is based on a numerical integration of the
main perturbation functions, thus providing the respect
of required accuracies ; this is the third model used.

Station acquisition
Launch

¢ The characteristics of the orbit targeted by the
launcher are specified according to the description of
Table 2. With this approach, Arianespace can readjust
the numerical values of the parameters to be reached:
from the preliminary study to the final mission review,
3rd stage orientation phase included, the latitude of the
separation point varies, bringing subsequent changes in
the injection point coordinates. This technique enables a
maximum coherence between the trajectories of both
launcher and SPOT.

Furthermore, the values of constant terms differ from
nominal values for 3 parameters: the semi-major axis is
reduced by the accuracy at 3 o planned by Arianespace
(3.6 km), thus avoiding later any chance of collision on
the nomunal orbit; the decreased value depends aiso on
the drift rate relative to SPOT satellites already in orbit,
and on the lapse time needed for reaching the assigned
positions. The inclination and the right ascension of the
ascending node are in the same way corrected by a value
which corresponds to their drifts observed during the
nominal lapse ume between two successive corrections
(ref. station keeping).

e Afterwards, characterisucs of the launcher
trajectory are defined according to the mass to be
satellized and the available performance; for SPOT 3
launch, the payload included 8 satellites (SPOT3 /
STELLA / 6 micro-sats) weighting up to 2300 kg, for a
capacity of 2800 kg; this margin permits a 20 mn launch
window, and the possibility to keep a sufficient
performance reserve which could ensure the required
parameters (0 be obtained before the propellants
exhausting.

This margin was benefical for SPOT 3 because
launch occured at the end of the window due to bad
weather condition: the same reasons forbid the first ry,
the September 25th. The launch ume is defined by the
flight duration unul the moment the separation occurs
and by separation time; those two parameters are
depending upon the charactenistics of SPOT orbital plane
and particularly the local time (22:30) at the ascending
node. An other important sequence of the launch lays in
the orientation phase of the 3rd stage, which occurs after
the 3rd stage propeller extinction: it is intented to ensure
the correct attitude of SPOT at the separation, as well for
the 7 other sateilites, through various orientation
maneuvers and speed increments.
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Those characteristics are completed by a last element:
the dispersion matrix concerning the orbital paramerters
reached. it considers dispersions connected (0 the
guidance, the propulsion, the flight duration, the attitude
error during the orientation phase. The main contribution
is provided by an inertial platform; the last flights used
an efficiency gyro-laser platform. The Table hereafter
shows the typical accuracy:

The succession of the different phases is shown in

Table 5 (HO is the launch ume);

Table 5 : Main steps of the positioning phase

Table 3 : Theoretical injection accuracy at | & launcher

a  (meters) 1.2
e 00017
© (degrees) 6,23
i () 1027
Q (=) 0031
39
o 2, L

The total duration of Ariane mission for SPOT 3 was
29 minutes, and the separation of SPOT 3 occured after

17 minutes.

The launch diagnosis is performed following the first
orbit determinations and is confirmed before switching to
the fine pointing attitude mode. Though indicative only,
a first diagnosis is quickly known after the separation,
using the Anane telemetry and Wallops radar tracking
data. All SPOT launch were successfully pertormed by
Arianespace (AR | / SPOT |, AR 40/ SPOT 2 and 3) as

indicated in Table 4.

Table 4 : Observed accuracy for SPOT launch
(in o launcher)

SPOT 1 SPOT 2 SPOT 3
a +0.1 -24 -0.7
e +0.2 +0.4 <035
® -0.2 +2.9 +1.2
i -0.15 -06 | o
Q +0.15 +09 W=t w
a +1.0 +1.8 -0.2

Description of the operations

The station acquisition of SPOT satellites includes the
attitude acquisition, the orbit acquisition and the payload
starting, and particularly the acquisition of the first
image obtained within the 48 hours following the launch.
SPOT 3 operations represents so far the maximum
density workload as the whole set of positioning phase
operations were completed in less than a week.
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Step | Start End | Duration
Launch pad | HO - 10h30 HO
Launch HO separation |7 min
Pyrotechnic | separation | solar panel 30 min
sequence deployment
Attitude solar panel | switching t©© | 10 hours
stabilization | deployment MPF
AVl switching to | switching to | 36 hours
MPF MCO1
AV2 switching to | switching to | 48 hours
MPF after MCO2
MCO1
AV3 swilching to | switching to | 48 hours
MPF after MCO3
MCO02 \
MPF : Fine pointing attitude mode.
MCO: Maneuver mode (thrust duration > 20s).
MCC : Maneuver mode (thrust duration < 20s).

The first MPF is switched by the ground control, but
the others, after maneuvers, are automaticaly switched by
on-board software.

Timing of the activities depends on the passes above
Toulouse. For the launch, the tracking stations network is
reinforced by Wallops (WPS), Prince Albert (PAS),
Katsura (KTS) and Santiago (AGO) stations which are a
great contribution 0 an optimum observation of the
attitude acquisition sequence. Kourou (KRU), Kiruna
(KRN) and Pretoria (HBK) stations complete the
network. Immediately after MPF switch, which occurs at
the second pass above Toulouse, the ground segment is
operating in routine mode. This mode corresponds to the
starting of all interface data transfers enabling the image
scheduling system. This mode stays open to any manual
intervenuon which could be necessary during first steps,
such as maneuvers computing and orbit determination.

The flight dynamics enuty is a part of the SPOT
ground segment; its task is to compute the orbits and
maneuvers required for a good running of SPOT mission.
Moreover, some AOCS parameters used by the flight
software are updated, and sent to satellite through the
associated teieloading: the position in orbit used in on-
board software, the sensors masking, the coefficients of
auidance. It ensures the elaboration and optimisation of
the maneuvers programmation, and after the maneuver,
the assessment of the performances using telemetry data.



Finally, it also defines parameters for the board and
ground reference time synchronization.

An important human potential is necessary for
periorming these operations. For the orbit control, three
mixed teams (flight dynamics and operational specialists)
are used for the station acquisition phase. During the first
orbits, key meetings are held between project managers
after each main phase; everyday, specialized boards
(satellite, orbit, maneuver, payload) assess past and
future operations, and are represented to the main board
which after an overall synthesis takes decisions about the
future operations,

Attitude acquisition

The flight software starts at the identification of the
separation, and control the pyrotechnic sequence, which
unlatches and puts on the latched equipments during the
launch phase: it runs automatically until deployment and
spinning of the solar panel. If a defect occurs, the ground
segment must immediately send the necessary
commands, this requires the best tracking capacity
during this phase.

List of the main events are given in Table 6, along
with the iming since the separation time.

Table 6 : Attitude acquisition

WPS
(11 mn)

Separation SPOT 3/ AR 40 t0

Mirrors payioad releasing
and positoning

Arm spreading of solar panels
Angular speeds reduction
Roll and pitch acquisition

PAL

*+ 39 (=10 mn)

Yaw acquisition
+ 11 mn

+ 28 mn i

Fine attitude acquisition

Solar panels deployment

Starting of the solar panels (=12 mn)

spin (at @ = +177 degrees)
+ 30 mn
+ 10h 30 mn

End of pyrotechnic sequence

Starting of mission attitude
control i
(Byyz <0.15 degree ; 8,,, <0.05 degree/sec)

This sequence includes the attitude acquisition,
managed automaticaly by on-board software which
change on various modes as: speed reduction, coarse
acquisition, and fine acquisition,

Then, the attitude control is done by control thrusts.
This state is maintained and monitored during
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4/5 revolutions to ensure a stable guidance. After that,
the ground commands switch on the “mission” attitude
control mode (MPF), which is controlled by inertial
actuators; this mode is kept duning the complete mission,
except for maneuvers programmation during which, the
attitude control by thrust is temporarily used, and for
contingency situations (survival mode, equipment
failure). The total propellant consumption during
SPOT 3 attitude acqui-sition phase was 1.3 kg,

Orbit acquisition

Quality and reliability of the AR 40 launcher entails
no particular arrangement for the first orbit
determinations. They are ensured using the 2 GHz
network tracking data.

The quick set up of the transponder enables the first
orbit determination using range and range rate
measurements.

Table 7 : First orbit determinations at separation time

a e ® i Q a
(mesers) (degrees) | (degrees) | (degrees) | (degress)
Orbute visee | 7182689 | 0.00135 | 112603 | 98.7438 | 241.6291| 38071
oDl 7181930 0.00127 | 118,384 | 98.6803 |341.6068| 38272
AGO1-WPS2
OD2  |7181899| 000127 | 118.299 | 98.6807 |341.6071| 38.270
AGO2-GDS
OD3  |7181891| 000127 | 118.167 | 98,6809 |341 6085| 38270
GDS2-KRN1|
-HBKI
o4 T181821| 000128 | 118.367 | 98,6815 [341.6062) 38268
KRN2-AUS|
{HBK2)
o
ODs  |7181800| 0.00128 | 119.106 | 98.6822 |341.6064| 38266
KRN3I-AUS2

The orbit determination strategy is very simple:

- ODI: adjustment of the position on orbit using AGOI
and WPS2 measures,

- OD2: adjustments of the 6 parameters,

- OD3, OD4: idem,

- ODS: adjustment of drag coefficient.

Manoeuvers

* The station acquisition has a dual aim: to obtain
matching of the ground tracks with the longitudes
specified when passing at the equator, and to place the
satellite on orbit at a given angular distance from the
other two satellites.



The phase lag berween ground tracks and the relative
distance between sateilites are conditioned by the orbital
period, hence the semi-major axis vaiue.

The successive adjustments necessary to achieve these
requirements will be done on this parameter.

The launcher trajectory has been designed to achieve
a maximum performance in the acquisition of the local
time. On the contrary, the inclination can be degraded by
a deviation equivalent (o a two-vear natural drift, this
leads a correction included in the station acquisition.
Finally, the eccentricity vector will be adjusted to match
the stability and altitude criteria above a given point.
Those corrections will be performed jointly with the
semi-major axis ones.

¢ The maneuvers strategy consists to inject the
satellite on a drift orbit, this ensures a significant reiative
motion with the other satellites orbiting. The semi-major
axis selected is 20 km below the nominal value (i.e. the
value ensuring the ground tracks phasing with the
required longitudes); so, in the worth case the maximal
delay for the station acquisition is 17 days. Moreover, it
avoids to get SPOT orbit jammed by the other items
orbiting (3rd stage and other passengers).

Two parameters are conditioning a dnift readjustment:
the launcher dispersion on the semi-major axis (£ 3.6 km
at 3 0) can increase or decrease the drift, and the launch
time within the window modifies the angular distance
between satellites. The geometrical configuration
depends also on the launch day. The mission analysis
covers these possibilities and enables identification of all
the situations, particularly the S-band jaming which
occurs when a satellite passes "under” an other,

e Concerning the stauon acquisition, the selected
ion consists in performing the three following
euvers:

- AV1 is a readjustment of the drift speed, this according
to the hazards encountered, the geometrical configu-
ration of the satellites on the launch day, and the time
needed 10 compute following maneuvers; it happens
rather quickly (36h after SPOT 3 launch) and enables
to proceed a first thrust calibration.

This is done by two speed increments performed at
180 degrees offset position on orbit (this is necessary to
include a preliminary correction of the eccentricity
vector).

AV2 is an inclination maneuver which needs a 90°
tilting of the satellite around its yaw axis. this results
from the thrusts position on the platform. As the
attitude control cannot ensure the thrust will be strictly

perpendicular to the orbit plane, this entails a
dispersion in the orbit plane.

Programming a bias yaw angle is possible to offset this
effect; nevertheless, this is a delicate action to estimate.

AV3 targets the semi-major axis nominal value, when
the relauve distance between the SPOT satellites is
reached. Priority is given in the ground tracks freezing
in their keeping windows around the reference
longitudes; the accepted deviation about the mutual
angular position between satellites is £ 3 degrees.

This last maneuver completed, the orbit complies with
the requirements of the mission. However, keeping the
phasing window can require quickly a semi-major axis
readjustment. For all maneuvers performed during the
positioning phase, the MCO mode (long thrusts) is
used; this is not so fine accurate than short thrust mode
(MCC) which enables a better management of control
thrusts duning the station keeping maneuvers.

The programming of a maneuver is made in two steps:
the elaboraton of orbital charactensucs (date. position,
speed increment), the elaboraton of thrust control. and
updating of AOCS parameters used by the artitude
control. :

The first step is conventional: two speed increments

nearly diametrially opposite in the orbit plane to correct
[a, ex, ey), and one speed increment across the orbit
plane at the ascending or descending node pass to correct
the inclination correction.
Two kinds of requirement are considered: AOCS
requirements (sensor masking, limitation of the thrust
duration according to the season, etc...), and operations
requirements (real time, post maneuver tracking data
quickly available for analysis).

The second step takes into account the charac-teristics

of SPOT piatform propulsion system and the arttitude
control performed during the maneuvers.
The main optimizanon factors are the consideration of a
pressure drop during the thrust, the estimation of tank
pressure, the efficiency evaluation, the possibility to
program a yaw bias angle for maneuvers outside the
plane.

The station acquisition of SPOT 3 has been realized
according to the pattern previously described in record
time (5 days) and with excellent resuits of maneuvers,
particularly the last one.

The post-maneuver orbit determination adjusts speed
increments: the transparency of routine maneuvers in the
ground segment operation is a main requirement for the
future SPOT 4 system.
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Table 8 : Main results of the SPOT 3 station acquisition

AVl AV2 AV3
Parameters | Aa= 1294 km | Ai=63x [0%deg | Aa=8.13 km
deviation | As = 1,107 Aw=-3 deg
Aw = -3 deg
AV 6.71 mis 8.19 m/s 4.21 mis
Thrust 232s 158 s
durauon + 620 s -
246s 181s
Consumpuon 54kg T4kg 33keg
Accuracy | Aa=-297m |Ai=16x10"deg|da=8m
Efficiency 977 975 998
Station keeping

The monitored parameters (P1, P2, P3, P4) enable the
specifications required checking.

* Holding of the phasing at a 0 degree latitude (P1) is
shown by the deviation at the equator between the ground
track longitude of the descending node orbit and the
corresponding reference longitude: orbits are numbered
from | to 369, the orbit | passes at reference longitude
330.24 degrees (cf. Table 2).

The evolution of this deviation depends on the semi-
major axis drift, hence on the solar acuvity effect upon
the atmosphernic density along the orbit,

-3Kml [ 20 -3 Km
E

ref

Figure 3 : P1: evolution of the phasing
at a 0 degree latitude

: reference longitude for the orbit n
: initial and final time of the keeping in bounds
window

Phrep
td, of

If during the period [td, tf] the semi-major axis drift
is constant, the P! parameter describes a parabola, the
which top is reached when the semi-major axis passes
throught its nominal value a .

This is the value which would ensure stability of the
phasing if the semi-major axis drift value could remain at
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zero. This nominal value depends on the inclination by
the sun-synchronous relation (Q = constant). Between
two inclination corrections, the nominal value of semi-
major axis decreases of |00 meters.

At tf, the window outgoing needs the phasing holding
maneuver which consists in the semi-major axis
correction to optimize the course within the window
(beginning at +3 km and pass on top at -3 km). Range of
the corrections vary from 20 to 300 meters (thrust
duration < 20's).

¢ Holding of the phasing at a * 60 degrees latitude
(P2) is controlled with the same considerations, but
margins are increased at *5km to consider the
inclination drift.

Holding of the phasing at a () degree latitude ensures
the holding at 60 degrees, unul the inclination causes an
outgoing from the window; an inclination correction
(= 0.04 degree) is also needed.

* The difference (P3) between the local time ar the

descending node and the theoreucal local ume (10:30)
describes a parabola in accordance with the inclinaton.

+ 10mn

Figure 4 : Evoluton of the local time

The principle of the window course is similar to the
phasing holding one: the top of the parabola comresponds
to the pass at the nominal value of the inclination; it is
the value which would ensure the stability of the local
time, if the inclination drift could be zero. iy and
y(iq) values appear as constant terms in the reference
model of SPOT orbit (Table 2). As the evolution of the
inclination is conditioned by an external criteria (phasing
holding at =60 degrees), the local time clearance is
limited to £ 40 seconds for the 10 minutes specified.

« Stability of the altitude (P4) depends on holding of
the eccentricity vector charactenistics: the radius of the
circle described by the end of the eccentricity vector must
be very smail against the eccentricity value.

In fact, these corrections are integrated in the phasing
holding maneuver and ensure the parameters e and @ to
stay in specified values.



* Furthermore, as the system is made up of
3 satellites, SPOT IMAGE has expressed requirements
about their relative position as to obtain stereoscopic
images. SPOT 1 is kept in standby to induce a minimum
perturbation to the two remaining satellites.

82
'

Figure 5 : Relative positions of SPOT satellites

If the three satellites were phased with exactly the
same local time, their angular deviations would be
proportional to deviation longitugle at the equator:

3 . :
Aty = — x 360 = 41,5 degrees
26

Aoy, =£><360-152degns
26

More precisions of station keeping are availabie
inref. 1.

All these maneuvers are automatically provided
during the daily processes performed by the ground
segment; they ensure follow-up of parameters previously
described, identification of windows outgoings hence the
dates of maneuvers, and generation of the on-board
programmation.

Conclusion

With a favourable injection configuration with regard
o the position of SPOT | and SPOT 2, the SPOT 3
station acquisition has been quickly achieved: three
maneuvers in less than 6 days have been performed
taking into account programmation constraints of the
first image acquisition. This delay is the minimum
possible for such operations and the reliability of sateilite
and ground system team has been again demonstrated.

Now, a new ground system has been developed with
more efficiency and ergonornics for the future SPOT 4
and next satellites; new possibilities are offered such as
autonomous navigation and station keeping using DORIS
measurements. That will be a subject for further
publicauon.
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Abstract

With its friendly language and completely inte-
grated graphics and communications, capabilities the
Flight Dynamics Computer Based Training (CBT)
Facility is everything the developer requires to tum
their knowledge into sophisticated, technical training
courses. It incorporates high quality graphics and has
an open communications interface to allow current and
future connections to external applications. For the
author it provides a simple and effective suite of com-
mands to develop training material. For the trainee,
logical layout and access to help and graphical data via
hypertext, provides a quick and pleasant learning sys-
tem.

Key words: Authoring Language. Hypertext.

Introduction

The CBT facility at the European Space Operations
Centre (ESOC) was developed bertween March 1991 and
September 1992, It was implemented on a a Sun work-
station and was the first training system written specifi-
cally for a high level of learning. Currently there are
five training courses including fight dynamics and
METEOSAT spacecraft specific courses.

The CBT system uses the [BM General Markup
Language (GML) for the basis of the text processing.
GML provides a powerful way of describing mathemat-
ical formulae. A picture scanner was used to input col-
our photographs and data sheets and a graph viewing
tool gives access to these pictures. The creation of the
CBT facility pulled together a mass of technical data
onto a workstation. The training facility is now also
being used to store reference documents and manuals.

The paper covers the full story of the development
and implementation of the training facility. The back-
ground provides information on the CBT technologies
and the requirements that were created. The training
facility is broken down into its key areas, each of which
is described in detail. The areas covered are: authoring
language. applicauons. communications and course
structure. A list of available courses is given at the end.
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Background

Recurrent or long-duration projects, like METEO-
SAT Operations (MOP) and Ulysses, have produced a
requirement for staff re-training and training of new
staff. A dedicated computerised training facility was
implemented in order to provide this and to achieve a
consistent and guaranteed quality of training.

Two swdies were made before the systems final
implementation and these are summarized below.

CBT Techuology and Product Survey*

The aim of the survey was (o establish the current
technologies and system features of third party compu-
ter based training products and to summanze these in a
comparable form.

The current use of the phrase “computer based
training” encompasses a large and varied selection of
technologies. For example computer controlled slide
projectors. interactive video and mainframe authoring
sysiems.

The study highlighted many types of systems e.g.
page rurners, which guide a trainee through a series of
screens. to the more sophisticated types which would
guide a wainee through a series of exercises. Often
these exercises are enhanced with graphical. sound and
video information. Such sysiems would take trainee
input via a keyboard, mouse or lightpen. They aiso pro-
vide analysis tools in order to mounitor the performance
of a trainee.

The survey noted that, “A sysiem which requires
user interaction can obtain longer and higher levels of
attention and therefore result in an improved perform-
ance from a training system”.

In summary the current most advanced CBT sys-
tems have the following features:

v Conwol of the learning route,

v Checking and marking trainee work,
v Lesson presentation management,
¢ Record keeping.

« Statistical analysis of results.
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Training Facility General System Requirements™

The second study highlighted the expected require-
ments of a training system for the Orbit and Attitude
Division at ESOC. These requirements were obtained
from discussions with end users and from the product
survey. The following is an overview of the top level
requirements:

Q A training system author will be able to define
multiple paths through any aimng sessions to
cater for varying trainee abilities. It aiso allows
the training session to be tailored to achieve dif-
ferent course goals.

O The production of training material should be

uick and easy with the use of preferred editors.

e choice of the authoring language should not

itself require extensive training. It should be
effective and simple. 8

QO The authoring method should include the auto-
matic checking of the integrity of the course
material so that debugging is achieved before
releasing into the training facility.

Q The d:resen:an‘on of graphical data is essendal in
the flight dynamics discipline. Graphical output
will be produced by external programs and
therefore the training system must be able to dis-
play this data.

O Similarly the training system must be capable of
displaying mathematical symbols and equa-
tions. The equations will form part of the refer-
ence material to the course work.

QO The presentation style of the course work must
be consistent throughout all courses.

QO The use of various fonts and text highlighting
will assist in the preseatation of course material.

O One main advantage of a computer training sys-
tem is that a trainee is able to take course work
at an individual pace. Therefore the rainee must
be able to logout from a training session and
return at a later date to the same position, this
function 1s similar 10 a bookmark.

Man-Machine Interface

The interaction between trainee and the training
system will be in the form of questions and answers.
Each answer will be marked to give immediate feed-
back. The trainee will be required to provide the
answers in one of the following forms:

0O Selection of true or false.

3 Multiple choice - Selection of one answer from a
number of options

Q Numerical - Input of numerical solutions, this
can be either a single number or a related set of
numbers.

If the wainee fails to answer the question correctly

the system should give immediate feedback so that the
trainee may do the following:
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3 Repear the quesuon up to a defined or default
number of tries.

- Access general belp, which is made available at
all times.

3 Access a hint, which is a list of keywords to give

access 1o specific heip.

Finally the access to the pages of the training mate-
rial will be done with the selection of the previous,
aext, first. last or a required page by number, by mouse
or bv kevboard command.

Environment

The training course will operate on UNIX based
Sun Sparc machines. The tramning courses will be made
available at all times and from a oumber of terminals.

Orbit and Attitude Division Computer Training
Facility

The third party products that were available could
not compiy with the user requirements. Many of these
products were only available for PC’s and none of them
could display the level of equation complexity needed.
Authoring Language

An authoring language must contain all that 1s nec-
essary to describe the layout of text and also allow the
description of the training aspects of the text, The lan-
guage for the current version of CBT is the [BM's Gen-
eral Markup Language (GML). The GML syntax is a
set of keywords which are used to describe document
and page layouts. The GML syntax was used for the
following reasons:

< The mathematical description language incorpo-
rated into GML. called the Mathematical For-
mula Formatter (MFF), is a complete, powerful
and simple method to describe mathematical
equations. The description of an equation is
achieved with the use of English | ge terms
which can be undersicod without need for
any special graphical ourput.

< Most of the technmical documentation written
within the Orbit and Atturude Division, prior to
the start of the project. was produced on an IBM
GML system.

The use of the GML syntax aiso allowed the devel-
opment of the software to coexist with the production
of raining material. The first raining exercises were
tested and debugged on paper.
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§0 = 227 463 degrees
@ = 178.092 degrees

in the Ariane Relative System
degrees (0 to +360) w03 dp.

\dqrm (-90tw0 +90) 0 3d.p.

User input

ATTITUDE in ARIANE RELATIVE SYSTEM

The nominal separation attitude is given as unit vector components in the Perifocal
Coordinate System. The transiormaton of this atitude to right ascension and
declinadon in the Ariane Reladve Coordinate System depends on the injection Orbit
Elements specified in the Ariane Relanve System,

Attitude unit vector (;p) in the Perifocal System:

Inclinadon (¢), longimde of ascending node {2) and argument of perigee (@) for a
nominal injection orbit in the Arane Relative System:

What is the right ascension (af) and declination (8 ;) of the nominal separation attitude

Exercise 3 of 77! INITIALISE THE ATTITUDE SUBSYSTEM Paged of 6 (120)

Message line Exercise information

Hypertext

Page information

Figure 1: GMLtool main window

A sub-set of the GML syntax for the presentation of
text was taken. This ensured that current and future
course material would conform to the same format and
presentation style. The subset allowed the creation of
the standard types of page objects. These are:

O Headings (six levels).

Q Paragraphs.

O Line and page breaks.

3 Bulleted. ordered and unordered lists.
2 Text highlighting using font changes and bold or
italicized leuering.

GML Extensions

The GML language was extended with the use of
additonal keywords to allow the creation of course
material. The following is a list of some of the key-
words that are available:
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0 Explain - The text following this keyword pro-
vid}:‘:s the introduction of a set of quesuons. The
explanation material contains a full description
of the purpose of the exercise and the expected
level of comprehension of the problem on com-
pletion.

3 Question - The text following this keyword

ives a full description of a single question stat-
ing the required data, equations and help key-
words.

2 Hint - A short section of Xt 10 assist the trainee
in answering the question. This can be addidonal
equations or more specific help keywords.

d Answer - The correct answer to the queston.

2 Tolerance - The allowed limits of the answer tol-
erance of a numerical input question e.g. 10 5
decimal places. :

Q Tries - The maximum number of tries the trainee
can make before the sysiem will provide the
answer to the quesuon.

These keywords were chosen to assist the author in
creating course work. They also allow the preseatation
software to standardize the layout of a set of exercises.
For example, it is necessary to only have one question
per page as this reduces the need for a trainee to search
between pages (o find quesuon information.

Applications

The training facility is derived from a oumber of
applications. Each of these applications perform a spe-
cific task in the system. These are bound together by
the communications layer in one training session. The
following section describes these applications.

PStool and Multi-format XVtool

PStool is a PostScript display tool. PostScript is an
established graphical standard and the applicauons
which were used to produce graphical data for the
training facility were able to produces files in this for-
mat. PStool can be configured to rotate and resize
graphs.

XVtool is a larger application which is able to read
most graphical formats. This application was added to
allow colour pictures to be presented on the screen. A
high resolution colour scanner was installed into the
training facility and this was used to import colour pic-
tures and spacecraft data sheets.

GMLtool

The main window of GMLtool is shown in Figure |:
“GMLtool main window . It shows a typical input win-
dow which requires a numerical answer. Note the sim-
ple layout which provides easy comprehension of the
question text.

GMLtool has the following functions and features
for the displaying and controiling of course text:

J GMLuool is a basic word processor that is used
to load and display GML format files.

3 GMLiool uses the CBT extensions to manage the
presentation of the training material and admin-
1ster the training course,

J The standard mouse and keyboard interactions
allow the user to select the insertion point of the
cursor to enter text.

< The tool layout inciudes information on: the
course heading, the current exercise heading, the
total oumber of exercises to be taken and the
total number of pages in the course.

3 The current page displayed can be changed using
the page conwol buttons. GMLtool also has key-
board accelerators for page controls.

On entering the last numencal item, GMLtool will
check the trainee answer with the encoded answer for
the current question. See Figure 2: “GMLtool question
algorithm for full details of the question/answer algo-
rithm.

Encyclopedia and Technical References

GMLtool can also be used to display reference doc-
uments. The documents are in the form of encyclope-
dias. These can be used by the trainee to gather
perunent information on a particular question or for
general reference. The encyclopedia in the CBT facility
describe in detail the background material that is
required for the trainee on specific topics. A GMLtool
loaded with an encyclopedia displays text in a similar
way to a book. It allows a trainee to browse through the
document i a oumber of ways. page by page or via
hypertext.

Hypertext

The most useful facility of the GMLtool is the
hypertext funcuon. The hypertext contains hidden
information which can be used to perform special func-
uons. It is a facility whereby textual cross references
can be configured (0 provide direct access into the doc-
ument that contains the reference. GMLiool displays
hypertext items in bold (see Figure 3: “A seiected cross
reference”).

By placing the cursor over a hypertext item and per-
forming a double click, with the select mouse key, one
of 3 acuons is invoked. These are:

3 A request for a cross referenced document to be
displaved. The system will automatically o
the document at the position of the cross refer-
ence which is given in the keyword.
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J Send a message via ToolTalk to a graphical tool
to display a graphical file which is given in the
keyword.

O Send a generic message.

Default number of tes = 3
Tries =0

Display
current
question

¥ A
g
Y
-2 '

Figure 2: GMLtool question algorithm

ystem. The transformation of this attiude to
(i A riane Relative Coordinate System{
cified in the Ariane Relauve System.

Figure 3: A selected cross reference

Hypertext items include text cross references, fig-
ures displayed on a graphics viewer and tables. Selec-
uon of these items may require a CBT application w0
start. This is handled automatically by the communica-
tion package. The access to information which is

afforded by the GML1iool is shown in Figure 4: “Access
to help and graphics via hypertext”.

Figure 4: Access to help and graphics via hyperext

Other reference material provided are abbreviation
defimitions and mathemaucal constants.

Graphical information is also accessed using hyper-
text. The off loading of the graphical data allows the
graphical applications to evolve independently of the
textual applicauons.

Communication

More than one applicanon may be running at any
one (ime in a training session. In the CBT facility it is
necessary that one applicaton be able to communica-
tion to another. In the case of the GMLiool and the
PStool. the trainee selection of a figure keyword in the
GMLtool would be communicated to a PStool to dis-
play the associated graphical data. The Sun Microsys-
tems TooiTalk package was installed into each of the
applications (see Figure 5: “ToolTalk communication
with messages™). It is an intelligent messaging system
which can be configured with application parameters.
The parameters include information on how to start
applicatons. It therefore allows each application to be
automatically started when required by the raining ses-
sion.

In addition to the specific hypertext objects the
author is able to place into the training material special
tags which can be converted into ToolTalk messages.
The ToolTalk product is standard across the Sun Open-
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windows system applicauons and therefore the training
system is capable of linking to other applications.

Application B

Application A

Receiving
Message

smd{n‘ I“llll"lll“lllﬂ
M -.". LTI T

T TE

T T

Figure 5: ToolTalk communication with messages

Course Material*
The Teachware is broken down into “Courses”, e.g.:
2 METEOSAT Attitude Algorithms.
QO ARTEMIS Command Generation Software.
Q Motion in Synchronous Orbit.
QO Injection into Synchronous Orbit.

A given Course is broken down into “Tasks™ which
are actions performed during operatons or overall
goals, e.g.:

3 Monitor Spacecraft Nutation.
3 Generate Spin-up Manoceuvre Command.

3 Calculate Perturbations on Geosyvochronous
Orbit.

A given Task is further broken down into question-
units or “Exercises” in such a way that an Exercise may
be presented on the moanitor 10 a user-friendly and effi-
cienl manner, e.g.:

1 Addresses of accelerometer datations in the TM.

Q Conversion of accelerometer datations o engi-
neering units.

3 Determine Sun Position.

3 Evaluate Sun Pressure Acceleration.

To support the trainee in the solving of the exer-
cises. he is given hypertext access (managed by the
CBT) to other teachware files containing background
Information. These files are currently split into 3
generic groups or levels;

3 Encyclopedias.

3 Dictionaries.

2 Miscellaneous Information (Abbreviations. Con-
staals erc.).

Available Courses

Flight Dynamics
Geosynchronous Transfer Orbi

“The objective of this course is o provide a theoret-
ical background of the orbital operations for the injec-
tion of a satellite in the geostationary orbit”.
Geosynchronous Orbit

Part | Orbit Analysis

Part 2 Manoeuvering
Meteosat Training Courses
Attitude Algorithms

“The application of the attiude algorithms for
METEOSAT spacecraft in the Flight Dynamics LEOP
context".
Attitude Software

“The application of the attitude software for METE-
OSAT spacecraft in the Flight Dynamics LEOP con-

ext .

Manoeuvre Aléori:km
“The applicauon of the manoeuvre-simulation and
manoeuvre command-generation algorithms  for

METEOSAT spacecraft in the Flight Dynamics LEOP
context’.

Conclusion

The training system has been available since Sep-
tember 1992. It was employed successfully by the
project staff for the METEOSAT 6 operations. New
staff used the facility to familianise themselves with the
spacecraft and the system encyclopedias were used for
references during the launch operauons.
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Abstract

A method is described for the fast identification of
optimal strategies for the ground stations-commanded
geostationary satellite insertion by several apoges
and/or perigee maneuvers performed with a restan-
able engine from the Transfer Orpit into any prescri-
bed Near-Synchronous Drift Orbit, anticipating the
delivery of the satellite by the launcher into a Super-
synchronous, Geostationary or Subsynchronous Tra-
nster Orbit. Sufficient simultaneous dual-site maneu-
ver visibility, backup apogees/perigees, and optimal
orbit inclination reduction is guaranteed.

Additionally, an approach is described how station
acquisition maneuvers, incluging orbit determination
and thruster calibration aspects, as well as cross-
coupling effects, can be scheduled and sized for the
satellite rendezvous in the Near-Synchronous Drift Or-
bit with the on-station longitude in the Geostationary
Orbit. The measures to be taken are descnbed for
navigating the own satellite around other encountered
active geostationary satellites to its operational
geographic longitude,

Typical Insertion and station acquisition examples,
exercised at DLR-GSOC, will be presented.

Keywords: Geostationary Satellite Transfer Orbits,
Geostationary Satellite Positioning.

Introduction

The optimal transfer orbit for a geostationary satel-
lite 1s usually the so-called Standard Geostationary
Transter Orbit (GTO). However, depending on the
geographic latitude of the launch site, the sa{e‘llite
weight and the launcher performance, injection into
an Extreme Supersynchronous (ESPTO) or Supersyn-
chronous (SPTO) or Subsynchronous Transfer Orbit
(SBTO) can provide better alternatives under the
aspect of increasing the satellite propellant available
after positioning at begin of satellite in-orbit lifetime. In
the sequel it is shown how to generate in a simple
way strategies for insertion from these types of

Transfer Orbits (TO) into any specified Near-
Synchronous Drift Orbits (NSDO).

The geostationary ring becomes more and more
crowded. So far the risk of collision between the own
satellite and another known active satellite passed
during on-station longitude acquisition is often
neglected. It will be demonstrated that with moderate
effort this risk can be eliminated by accurate and
proper scheduling/sizing of the station acquisition
maneuvers, If necessary in cooperation with the re-
spective owner(s) of the encountered satellite(s).

Transfer Orbit Apogee Altitude

For a launcher with launch capability for transfer
oroit injection (far) beyona GTO, a SPTO' or aven
ESPTO s very attractive to cofrect more efficiently
the orbit inclination reducing by this the satellite velo-
city correction requirements - for the case that the
transfer orbit has a high inclination as a result of the
launch site latitude considerably different from zero. It
has, however, to be anticipated that the satellite sub-
systems (e.g. attitude determination and control sub-
system) allows such an orbit. The maneuver
sequence and sizes for an ESPTO with 90 000 km

» Exmene m!“mﬁ"ﬂl
FAHPADVTOT =80 00CKm | 848 ko | 189" | 1438 0mis
® Maneuwsr Seguence AARE

OV_PPasse Jmve

Figure 1: Optimal Sequence of Apogee and Perigee
Maneuvers DV, and DV for
ESPTO — NSDO Insertion
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apogee altitude is illustrated in Fig, 1.

The satellite velocity correction require-
ments / in-orbit lifetime may decrease / in-
crease considerably even for a moderate SPTO
as demonstrated in Fig. 2 for a SPTO with 750
km perigee aititude and for an apogee aititu-
de range between 36 000 and 30 000 km and in-
clination range from 0" to 26",

!

]
i
[}
|

|

Mo s 750km

Figure 2: Decreasing DV, for Different Inclina-
tions in SPTO with H,gpro > 36 000 km

For a satellite which exceeds the launcher GTO
launch capability and which has a propellant tank
large with respect to its dry mass the injection into a
SBTO by the launcher, followed by a perigee maneu-
ver executed by the satellite to reach the GTC can oe
an interesting solution towards maximizing the satelli-
te propellant at satellite lifetime begin. This is sugge-
sted in Fig. 3.

» Subsynetoncus Transier Qo [SBTOH
HAHPOVTOL = 27 600k / 200km '/ 1660 9 xmys
* Manauver Sequence PAAA

OV_AAA = 1499 5 mys

Figure 3: Optimal Sequence of Perigee and Apogee
Maneuvers DV, and DV, ,,, for
SBTO — GTO — NSDO Insertion

Taking into account the launcher performance the
SBTO apogee altitude will be optimized by maximi-
zing the propellant available after GTO is reached.
The propellant for the satellite-provided pengee velo-
city augmentation burmn DV, and for the apogee
burns DV,,, 0 reduce the inclination and to insert
the satellite into its target drift orbit are entering this
propellant budge:, See Table 1 for a typical example.

Table 1: DV, and DV,,,, as Function of the Apo-
gee Altitude for SBTO with 200 km Peri-

gee Altitude and 7" Inclination.

Apo Alt (km) DV (mvs) DV, (m/s)
27 688 | 160.2
28 000 152.8
29 000 | | 129.8
30 000 108.0
31 000 1489.7 | 87.2
32 000 ’ ! 57.3
33 000 | l} 48.4
34 000 303
35 000 | 12.8
35 786 , 0.0

As an example the achievable gain of in-orbit lifetime
is shown in Table 2 for an ATLAS-launched satellite®.

Table 2: Mission Benefits of Subsynchronous
Transfer
GT0 S8T0

S/C mass (kg): | 2884 3654
S/C offican 1o meet GTC wuncn cagao. (kg | -180 2
Tmoster omd pammerets :

Panges aiituce (kmj; 67 | w7

Apoges situce [km| 35786 | 30000

Ortat incinanon (eg): 0 | Zo

Argumant of penges |Jegj | 180 | “80
Firai oroit: 380 | 380
S/C AV required lor GSC inseruon (mvs) 1806 r 1913
S/C mass at baginning of lile (kg D | ve3s
Estmaled misson (letme (ysars|: g 126

S/C gaing propesant 1or an aodilional 1/2 year in-oroil liletme

Insertion Strategy Finding
Operational and Mission Requirements

The following minimal requirements must be fulfilled -

for a TO — NSDO Insertion Strateqy Cangidate :

i) Sufficient geometric ground station visibility (dual
site visibility If requested) during all apogee/peri-
gee maneuver preparations and executions must
be guaranteed.

i) The satellite has to reach a prescnbed NSDO in
terms of apogee and perigee aititude biases with
respect to the geostationary altitude, and speci-
fied values for the NSDO inclination and geo-
graphic longitude after the last insertion man-
euver,

i) The sum of the satellite velocity correction in-
crements for insertion and station acquisition
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must be minimized.

Additional requested features for the selected Final
Insertion Strateqy are:

i) For each scheduled apogee/pengee maneuver a
reasunably early backup apogee/perigee provi-
ding again dual site maneuver visibility shouid be
availabie.

ii) The final insertion strategy shouid be robust with
respect o maneuver execution errors, i.e. the
chosen maneuver apogee/perigee/ground station
. combination should not change in case of
occurrence of maneuver execution errors within

the + 3o range.
Problem Formulation

How the Optimal Insertion Strategy Maneuver
Parameters can be determined from the set of
prescribed Target Parameters reflecting the ope-
rational and mission requirements described before
will be shown using the ESPTO as an example.

Reasonable Target Parameters assuming the
suggested maneuver sequence of 2 apogee
maneuvers followed by 2 perigee maneuvers are:

| R = geogr longitude for apogee impuise D,
AR = geogr longitude for pengee impulse D,,,

DHu.oe = perigee height deviation of DO from GEO,
DH,o = apogee height deviation of DO from GEO,
ko = inclination of DO,

oz = optimal inclination of 102.

By specifying the geographic longitudes for the apo-
gee and perigee maneuvers.DV, and DV,, to be ac-
complished by proper sizing of apogee and perigee -
maneuvers, DV, and DV,, the ground station visibility
during the insertion maneuvers are 1o be controlled.
The next three parameters describe the target NSDO,
whereas the last parameter, the optimal inclination of
the intermediate orbit |02 reached after DV, guaran-
tees minimal total DV, - requirement for the insertion
and station acquisition.

Owing to the restarting capability of the insertion mo-
tor anticipated earlier the apogee and pengee maneu-
vers were suggested o be split each inlo two
maneuvers delivered at different times with the
advantages that long burn losses are reduced and
that thruster calibrations between the maneuvers are
possible. This leads to the following

Maneuver Parameters

DV, = size of first apogee impuise,
DV, = size of second apogee impulse,
DV; = size of first perigee impuise,
DV, = size of second perigee impuise,
5,, = declination for apogee impuises,
dap = declination for perigee impulses.
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The Target Parameters are now expressed as func-
tions of the Maneuver Parameters leading to the foi-
lowing set of equations

kg = § OV Sty )

Love = 1 ( DV, DV, 8, DV, 8op, Loy, My, 0y )
DHego = 1 ( DV,, DV, 8,4 )

DHupo = fo ( DV, DVy, 840 DVy, DV, 80s) (1)
o = fo( OV, DV, 8. DV DV 80s)

Irc:a -, tu ( DV, DV:I Su)

Problem Solution
In: n i

The unknown maneuver paramelers could now be
founfor example by a 8-dimensional Newton- Raph-
son Method. This is not suggested here. As the in-
sertion problem has to be solved maybe hundreds of
times for different compinations of maneuver longitu-
des and maneuver apogee(sj/perigee(s) (the latter
expressed by the number of revolutions in TO and
Intermediate Orbits 10, n) until the ideal insertion
strategy is found, cenain insertion strategies might be
missed due to possible numencal problems which
may be encountered without notice by the user when
solving for the maneuver parameters of cernain inser-
tion strategies during the search process.

The following Mixed Approach is suggested which

has the advantage to be simpler, faster and which
does not involve the risk of numerical problems. Its
components are:

* For the given ESPTO and the specified target
NSDO the sum of the apogee velocity correction
increments, DV,,, and associated declination, §,,,
and likewise, the sum of the pengee velocity cor-
rection increments, DV,,, and declination, d.,, for
an arbitrary 102-inciination, i, (between 0" and the
TQ inclination), can be computed from the apogee/-
perngee velocity correction triangles shown in Fig. 4
using Equ. (2).

* The optimal value for Lo, will now be determined
such as the sum DV = DV, + DV, will be minimi-
zed.

* The first apogee impulsive DV, and first perigee
impulsive DV, are computed from Equ. (3) by a 2-
dimensional Newton-Raphson Method for a given
set of maneuver longitudes, L,,, and Ly, and a
given set of numbers of revolutions, n, (i=1,...,3), in
TO and the Intermediate Orbits IO, .. for a given



set of preselected maneuver apogees/pergees.

Note: The maneuver longitude, Lyy,, in TO is given
Dy the apogee selected for DV,, and the maneuver

longitude, Loy, in IQ, is defined by L, DV, and
n,.

o M

ESPTO

Hquamor i; |
o o2
\

AAIOZ= AAID Y =AATO

Figure 4 DV,, (=DV, + DV, ) and DV, (=DV, +
DV, ) and Optimization of |, for Given
ESPTO and Prescrnibed NSDO

+ Knowing DV,, = DV, + DV, and DV, = DV, + DV,,
the second apogee impulsive DV, and second
perigee impulse DV, can pe caicuiated. Insertion
strategies for which OV,, DV,, DV, or DV, exceed
their lower or upper allowed limits will be giscarded.

* By an exhaustive search with respect to all reaso-
nable orbit revolutions, n, (i.e. allowed maneuver
apogees/perigees) and maneuver longitudes Ly,
Loy (related 1o particular ground stations envisaged
for certain apogee/perigee maneuvers), a large
number of insertion strategies is generated, and si-
muitaneously, the station visibilities for a prescn-
bed time before and after the theorelical passage
of the maneuver apcgeesi/perigees, corresponding
to the prescribed/computed maneuver longitudes
Loy, are computed. The same wisibility checks are
done for a series of backup apogees/perngees in
TO and in the following 10, (i=1,...,3).

Insertion Strategy Candidates are now those strate-
gies which guarantee sufficlent geometric visibility by

at least 2 stations before and after each maneuver
performed at the selected / prescribed / computed
maneuver longitudes Ly, (i=1.....4).
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DV,, = Varo*Vaz02~2C08 (Ipg=2 102 YareVaros

Varo

a, = -a:csini sin(i=2ma)l €8
AA LDVM O o2

JV‘,' = -'(DVppx"Dap’y

3V
8,, = azctan—=2 > 0
DV opy

DViygr = OVpu = DVpp
wheres

v -, 24 Rr00

\J Ryro"Repo Jare

Rog + DH g
Ry, = geoscationary radius
DVepx ® ~Vapg COS 250" Vorea COS -2 (2)

DVepy = =Vaps S10 Lpp* Vorgs Si01pg;

| 2 -!ma

"’?L'ﬂ = _...'.'E—.-......—
\‘ Rp0 " Repo Repo

Rypg = Rgp = DHago
Viotei * T
2ro: “ R‘“'Rm Rm

i107 <8 found by minimizing DV,

2

s Z e - - (22
w2 "R (A,=n) = mw,| *

Trag

n., = mean motion of TO

i
Agg; = \Jl-l [%—‘—?J
Taro

rrd 5
/200 * (Vipy CO8 igy + DV, coS 0.2

= (Vipg 840 iy, =+ DV, sin §,,)°




s number of half revoiuctions in
Transfer Orbic and Intermediate Orbic :

Boel2y

o A8
Loye = Lopp* ®(myrny) =% @ el )
v2 2 3 . F A -
B2z Aoy
. i T
S el o S
N (Bapg = Rory!
f A i
& PIg
gy = | B [—"‘"_"|
\l | Rerg B/
Varos (Vorgs €COS 145 = DV, CcOS B,,)°0
(Vproz S0 I, = DVy 520 6,,)°
Dv,, oV, - compuctacion by Newton Rsphscn
DV, = DV,, - DV,, DV, = DV,, =~ OV,
Final In i T

From the list of insemion strategy candidates the
final insertion strategy will be seiectea fulfilling the
foliowing criteria:

* Proper Backup Apogee/Pengee longitudes with
sufficient dual site ground station visibility for each
nominal maneuver are available, preterably 2 reve-
lutions after the respective nominal maneuvers,
only 1 revolution between the last maneuver and its
backup.

+ Sufficient station visibllity during DV, maneuver
preparation and execution in case of £ 30 execu-
tion errors of DV,,.

« Longitudes of last maneuver and of its backup are
close to the on-station iongitude.

A numerical example for the Insertion from an Ex-
treme Supersynchronous Transfer Orbit into an Near-
Synchronous Drift Orbit is given in Tapie 3. The sug-
gested strategy has not yet been used for a real
satellite positioning.

Table 3: Four Impulise Insertion Maneuver Strategy
for ESPTO — NSDO Inserion

& ()
INPULSE (M/SRC) 083

1
= izoe ELL .
JECL (981 +13.0 =13.3 T3 3
ORFT R (DO/REV] -130.2 =377, 4 2 L1 =id.2 ~o.45
i VISIBILITIRSI
MAIN STEAT 2402300 -11(12000 1141003407 L2112300§

71033000 -32113000)
411323000 ~58(3300%)
4113300) «%0(Q000%)

HEXT APSIDE -106(00008) -291130001
HEXT APGIDE L24(00040) -48(12000)
NEXT APSIDE =T112000) =64 (10000)
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APO B (HMI P5ITH.255 263706 MEITE.LE 4TS61.95 42264.18

PER A M TI31.483 1965768 3N L0 41994.10  41994.:8

WL (G 37 P L.1N 9.39 3.3%

NODE (OO & 7 154.97 5.7 154.27 154.37

PERI (DG 140,00 100,20 in0.30 180,00 180,90

aA oG i8¢ .20 1R0.00 1.90 3.99 2.00

NP JATE ¥1-09-23  93-09-37  9L-08=30  F1-10-01

INF TIME 28036527 014280 147 OR:43 30543043

TOTAL INPMULIE 3F TME ABOVE STRATEGY W/8) 1438.0

SHPULSE ESTINATE FOR ACQUIBITION IM/5i 4.3

TOTAL INPULSE W/Si 1443.2

FINITE SORN FARAKETERS ESTIMATES

G SATE ¥1-09-13 1-39-30 31-10-33

G TINE 3810783 14:32.08  30:4k:d1

DUR  NIN) §7.3 5.8 4.9

UEL (NG 1664 14 013 3.5

mAZY (EG) L8800 sdll.s 02,2 11950 136%.4

Legend

TO Transfer Qrbit,

101 [ntermediate Crot | obitained after OV execution,

102 Intermediate Orbit 2 obtained after 0V2 sxecution,

103 Intermediate Orbit 3 obtwned anter DV3 execution,

NSDO MNear-Synchronous Dnft Orbil obtaned after DV4
xecution,

Longitudes (Ground Station Visibilities)

Main
Next..

Maneuver iongdudes lor OV1, DV2, DV3, DV4,
Longauces of apogeespengees following nominal
apogeapangee e ongiudes = possible
longtuce candidales or Dackup Mmaneuvers,
indication that stations Weidhewn and Bangaiore
WOUK) Nave Jeometnc visidiity of ine satedite 2ach
one for at least 4 hours before and 1 hour after the
theoretical apogeespengee cassage, where as mac-
nd, canperra and goldsione have no or at least not
sutficent visibuirty.

Poubllproqm Messages:

+  'Secgraphic iongiude 'or asl mpuise 1§ Deyond staticnkeeping
iongtude in error case of impuise Delore last one®

(m.W.B.c.g)

This message ndicates that pengee maneuver 2 =0V, jwould be
pertormed sast of on-station longitude 18° in case <o
#tror dunng pengee maneuver 1(=0V, |

+  “Nol sutficient slation visibiity belore impuise 2 by stalion 1 In case
of -3sig wrror of impuiss 1°
This message would indicate that station 1 (Madnd) would not have
sutficient visibility for maneuver prepamiion and execution of apoges

maneuver DV, n case of underpenormance of the apoges motor
dunng apogee maneuver OV1

Station Acquisition

In the following the station acquisition strategies
for two EUTELSAT |l satellites are summarized. Their
maneuvers were scheduied and sized such as o
guarantee safe navigation arounda the active geosta-
tionary satellites encountered during station acquisi-
tion.

The first one outlines the strategy as envisaged du-
nng LEOP mussion preparation simuiations for EU-
TELSAT Il - F5. Unfortunately, due the failure of the
ARIANE Fiight 63 the satellite did not reach its GTO
ana the foreseen station acquisition strategy couid not
be applied.

The second one descnbes the steps of generating the
station acquisition strategy for EUTELSAT Il - F4



which was actually also operationally applied.

Using these two examples the process of obtaining
fast and safe station acquisition strategies as develo-
ped and applied at DLR-GSQOC is described in the se-
quel. The different steps of this process are:

1)

Generation of a longitude/radial piot (see Fig. 3)
for the satellite motion in NSDO starting aifter last
insertion maneuver and ending when satellite rea-
ches its on-station longilude beiore appiying any
correction maneuver. The idea is

to get a first estimate on the expected duration
of the station acquisition phase,

to study the structure of the satellite motion in
latitude and longitude over time,

to visualize the location of the apogees and
perigees above and below the geostationary
altitude, and finally,

to picture the control boxes of the sateilites
which must be passed during station acquisi-
tion (see Table 4).

Production of a major number of attainable
station acquisition strategies (in general consi-
sting of 3 maneuvers, described by their veloci-
ty increments and maneuver times) and Preli-
minary Strategy Selection (see Table 5}, Requi-

rements for this ‘Strategy Cross-Planning” are:

- at least 1/2 revolution must be foreseen bet-
ween maneuvers which use gifferent thrus-
ters, and for maneuvers which correct only
the drift rate and not in parallel the eccen-
tricity vector with the same thruster.

- at least 1 revolution must be foreseen bet-
ween maneuvers which use the same thru-
ster and which require thruster calibration,
maneuver replanning and maneuver tuning
(for thruster calibration only 1/2 gay tracking
after the maneuver would be sufficient).

- in general: the 3rd maneuver will be prefe-
rably scheduled soon after the 2nd maneuver
in case its size becomes large (5 mvs of 50},
By this a major longitude offset at time of the
drift rate stop maneuver will be avoided.

- in _particular: for the different maneuver se-
guences (E = East maneuver, decreasing
mean satellite velocity, W = West manguver,
increasing mean satellite velocity) the folle-
wing aspects are taken Into account:

the 2nd East maneuver can be
calibrated leading to an accurate
longitude for the West maneuver
execution; however, the dnft rate
after this West maneuver will not

- E_E_W:

3)

4

5)

8)
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be accurate, requesting for an

4th (additional) small drift rate

correction maneuver,
- W_E_W: the 2nd West maneuver can be
calibrated and accurately sized
such that the satellite enters its
control box with optimal drift rate;
no 4th tnm maneuver will be nec-
essary.

2nd and 3rd maneuver separated
by 1 revolution, should be reason-
ably small and be preferably of
the same size; by this, a small
longitude error at time of the 3rd
maneuver and an accurate drift
rate after the calibrated 3rd ma-
neuver can be guaranteed; no 4th
trim maneuver is then expected to
be necessary.

Maneuver Fine Planning™ for the selected man-
suver strategy taking into account

- thruster cross couplings,

- station keeping target elements, and

- difference between mean and osculating ele-
ments.

Generation of longitude/radial piot as in 1), howe-
ver, inciuding the maneuvers and checking whe-
ther any encountered control boxes of geosta-
tionary satellites are vioiated (see Fig. 6 and Fig.
7). In case of problems or doubts:

i) either another strategy indicating no box
violation is selected,

it}  orthe respective satellite owner Is contacted
to get orbital glements for assessing the col-
lision risk by computation of relative dis-
tances of the own and passed satellite by a
proximity check (see Fig., 8) and if neces-
sary, selecting of another strategy (see Fig.
9),

i) or possibly disregarding the risk resuiting
from entering the respective control box.

There is no fixed rule what approach will be

used. Anyway. the strateqy chosen now will be
strictly applied in the sequel, only minor modifica-

tions will be made if it will be necessary.

Realization and execution of (1st, 2nd or 3rd)
maneuver.

Orbit determination including estimation of the
executed maneuver and computation of the man-
euver magnitude and thruster cross couplings.
The nominal cross couplings are known. If sig-
nificant deviations are found, the thruster effi-
ciency and the cross coupling values are properly



adjusted for the replanning of the next maneuver
to be performed by the same thruster.

7) If necessary, agjusting of the sizes and times of
the remaining maneuvers by hand via tnal and
arror 10 correct as far as possibie the sifect of
maneuver execution arrors on the acnievea sia-
tion keeping target siements.

8) Repstition of steps 4 (without 4a), 5), 6) and 7)
for 2nd and 3rd (4th) maneuver cbserving the
principles as appiied for the 1st maneuver.

Strategy for EUTELSAT Il - F5

The last insertion maneuver s often performed
close to the satellite's on-station longitude. By this a
short station acquisition time can be achieved and the
chance to encounter a other satellite is smailer.

The DV,-maneuver longitude of F5 is ca. 20" west of
its operational on-station longituge. This large
longitude offset was the resuit of a series or
requirements which the insertion strategies for the
EUTELSAT Il sateilites have to fulfil. The most
important ones are:

- no apogee insertion maneuver should be larger in
size than 900 mvs,

- dual-site ground station visibility inciuging Weiiheim
during each nominal and - whenever possibie -
backup maneuver preferably 2 revoiutions iater,
shouid be guaranteed, and in particular,

- the satellite should be not more than ca. 10 east of
its on-station longitude for the case that DV, (the
last insertion maneuver) has to be performed in the
backup apogee.

Table 4: Longitudes and Control Boxes of Satellites
Encountered by EUTELSAT Il - F5

15.8° E Eutelsat Il - F5 DV, nominal
16.0'E =008 EW Euteisatll-F3
19.2°E £0.10° EW Astra 1A, 1B, 1C
200°E =£0.10° EW Arabsat 1D
21.5°E £0.10° BEW ECS1-F5
225°E =z 030" EW Marecs A

235 E =007 EW DFS-3

255°E 0100 EW ECS1-F4
285°'E =z 0077 EW DFS-2

31.0°E =010 EW Arabsat 1C
3358'E =z007° EW DFS-1

36.0°E £008 EW Eutelsatll-F5

As a consequence of the 20 longituce offset F5 was
scheduled 1o pass the satellites listed in Table 4, with
ine respective control boxes as pictured in Fig, 3
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Figure 5: Simulated Drift Orbit After Apogee Man-

euver DV, for EUTELSAT Il - F5

The final station acquisition strategy selected during
the F5 mission preparation simulations corresponds
roughly with the secona strategy listed in Table 5. It
has, nowever, oeen refined as descnbed above in
step 3. sucn as 1o guarantee that the satellite wiil be
safely navigatea arounc the control boxes of the
encountered satellites (see Fig. 6). The observed box
vioiation of EUTELSAT Il - F3 at 16’E was regarded
to be a manageabie internal problem between DLR-
GSOC ang EUTELSAT, the owner of both, of the F35
and of the F3 satellite.

Table 5.  Station Acquisition Strategy Candidates

for EUTELSAT Il - F5
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Figure 6:  Simulated Station Acquisition Strategy for

EUTELSAT I - F5
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Strategy for EUTELSAT Il - F4

The on-station longitude for F4 was 8'E. This longi-
tude is more favorabie for Weilheim under positioning
aspects than the corresponding longituge 36°E for F3.
Although meeting the above listea requirements it
was possible to schedule the DV, maneuver for the
longitude 2'W, l.e, only 10" west of the on-station
longituce.

Performing the steps 1 to 4 described aocove, the sta-
tion acquisition strategy W_E_E consisting of 2 ma-
neuver of size -0.41 m/s al apside 6, and of two ma-
neuvers 2 revolutions apar of nearly equal size, na-
mely +3.04 m/s and +2.98 m/s at apsides 9 and 13.
The longitude/ragial plot inciuding the maneuvers of
this strategy Is shown in Fig, 7.
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Figure 7: Initially Envisaged Station Acquisition

Strategy for EUTELSAT If - F4

Violations of two control boxes are observed. The first
one is the =1"control box of Meteosat 4 positioned at
longitude 0", the second one the =0.1 control box of
ECS1 - F4 stationed at 7°E. To cianfy the situation
the two station keeping control centers in cnarge of
these satellites were contacted. It turned out that
there is no collision risk at the time when F4 anters
the Meteosat control box, it was, however, found by a
proximity check that the closest distance between EU-
TELSAT Il - F4 and ECS1 - F4 will be 11.8 km (see
Fig. 8).

ot Sases: Clsimrae 118 um

e

Proximity Check for EUTELSAT Il - F4
and ECS1 - F4

Figure 8:

To eliminate any collision risk - aven it it is still small
- GSOC decided to abandon the nice strategy with
small and balanced East maneuvers in favor of two
fairly unpalanced maneuvers of sizes +5.26 mvs and
+<0.76 mvs in the 11 and 13 as pictured in Fig. 9 and
Fig. 10°.
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Figure 9:  Final Station Acquisition Strategy for
EUTELSAT Il - F4
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Figure 10: Blow-up of Longitude/Radial Motion Near
ECS1 - F4
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Apoges, Perigee & Apogee Impulses DV_A, DV P & DV_AA
for SBTO—= DO Insertion (Non-Optimal Maneuve Sequence)

Appendix
PP Insertion Strategy Exampies
Target and Maneuver Parameters for (E}SPTO and GTO
TO Type ESPTO SPTQ GTO sato
O Targe: #, b P Carmment
Man. Seqgu,
:::?qr b DMt hs ov,, OV, &, For TO wiih nq:n-n- s nce
B chnaton ang with no
. Apo ait. (km| 90000 | 41013 | 35776 27 6ea
bou O bo | OV, OV B R o s Peri ait, (k| 9 | m9 | 208 200
| gy Br-0ptimized Inctination |} 189 16.8 70 7.0
T | o OVy OVy, DV, e | FoF TO wilh high | ‘stper long(] | 03 | -0 | .93 0.3
o e R Bl - b Ay g
[+, OV, & reulnclion on Apogee
Allude by Saisiite
g Pre-colimaes Man, Sequ. AAPP AAAP AAA PAAA APAA ARAP
AdA OV, DV, DV, M wel Sequence
Lo Lovee DFung, g ‘ » OV, B .;":fr‘n" o
: ' Target Parameters during insertion
* Supersyncreonous Transier Ovbd (SFTO) -
HAIPAOVTOT = 410130m / $4dkom / 10.3'/ 1833 Seva ooy ol { [ SR [ Fia-pad {
* Maseuver Sequence AAAP
inc_i0Z 1 1.2
Long. OV3 [] | + 620 | -184 -20 - 406
=50 Y e
Long OVe ] | -t2 21 PR
Target Parameters In Drift Ornit
Inchnation [ 0.08 0.08 008 0.08 0.08
Apo AR [km| - 100 - 100 - 10 - 10
P.ﬂAI.l (wmj | - 170 - 170 I 335 « 100 - 100
Apogee and Perigee impuises DV_AAA and DV_P Onft {Vcay] | +22
for SPTO —= DO Insertion STX Long. (1 [ *16 | o185 ] -3 .26 1 +28
Manesuver Parametars
* Maneve Sequence AAA oV, jmi| 812 | 7711 | 5276 | 01 | s00o
L pP———r 5 N - 130 < 16.8 73 -7 <73
OV3 - Langiue 18.4" E AP IA A A 2P A
8 A} (5 A) 8 A) 1A}
Gr.St visbwily | W.B | B.CW | MW |novab | BC
(MW) | (BCW) | (M. W) | (no visi) | (B, C)
ov, ims)| e s1ea 878.0 8018 184.0
< 13.0 168 =73 -7 .
Apoges Impulses DV_AAA for GTO —= DO insertion &0 o o
AlP SA BA 8A ‘A 5P
BA) (L) aa 8A) -
Target and Maneuver Parameters for SBTO Gr.SLVacky | MW | MW | MW | mw 87
MW | (MW | MG MW -
Man. Sequ. Tmm Mansuver Parumeters  Comment
PAAA [ P OV, & ey | Optimai Maneuver oV, [m) 4841 | 1827 | sa9 8379 | %000
i 5N 73 - 188 - 73 73 - 185
Lo Lowe DM o | OV, OV, OV, B —
i SR 3 Y I
APAA Lo b Ot lan  [OVL B OV & | e ov-ameny e
| bty
oV, OV, | M e OT0 Gr, SL Visbility 8C w.B Wow MW M, W
M ot 1= @S | B0 | MW | Mw | Ma
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Abstract

In case of remote sensing oreits, the Frozen Oroit
concept minimises the aititude vanations over a given
regicn using passive means. This is acnieves oy
establisning the mean eccentncity vector at the
orbital pcies 1.8, by fixing the mean argument of
pengee at S0 geg with an aporopriie scceningity o
balance :ne peruroations gue tv zonal harmonics J2
ana J3 of the Sanh's potenual, Eccentncity vector 1§
a vecior whose magnituce 1S the eccenincity ang
direction is the argument of perigee. The iauncner
dispersions resuit in an eccentricity vecter whicn (s
away from the frozen orpit values. The objeciive is
then to foermuiate an orcit maneuver sirategy o
optimise :he fuel regquirec o acnieve tne frozen cron
in the presence of visibility ang impuise contrainis. it
i3 shown that the motion of the eccentncity vecior
around the frozen pengee can be approximaled as a
circle.

Combpining the circular mation of the eccentricity
veclor around the frozen point and the maneuver
equation, the following discrete equation s optained,

X(k= 1) = AX(K) + Bulk), where X is the state (i.e
eccentricity vector components), A the siate
transition matnx, u the scaiar control force (i.e gV in
this casej anc B the contrci matnx wnicn iransiorms
aVintc eccentricity veclor change.

Based on this, it is shown that the probiem of
optimising the [uel, can be treated as an Linear
Quadratic Regulator ( LQR ) probiem in wnica the
state is dniven to the ongin oy a feecback cantrel law
n an opumal manner. The contraints on wsibiity
during the maneuver § nanglegd -y approonaiely
defining the matnix B ang the consirainis on
magnitude of the impuise 'S nancleg by 3 proper
choice of the weighting matrix R. By sciving the
algeoraic Ricati Equaton, the set ol /mpuises and
their firing positions are computed. Through vanous
case studies It 15 shown, now a prooclem of oroit

maneuver can oe sclvea by using the control system
aesign tools like MATLAB by zeriving an anaicgy to
LOR design.

Introduction

In remcte sensing missions. the Frozen Orbit
Sorcept s 3 much talked acout iopic for minin .Sing
the vanations caused Oy lhe natural penursations.
Frozen garbit concest 8 a passive mencd of
arresting the saccentncity vectcr mction aking
acvantage ol the perturcalions caused oy Jz and <3
‘or near circular Jronts. As ne remole sensing
mMISSICNS are agvancing for better anc Detter results,
requirements an many of the parameters like croit
cetermination/pregiclion accuracies. ground trace
shit, anac aitituce vanabons are pecoming mo:2
sinngent. The arresting of the eccenncity J2icr s
imponant in the case of remote sensing mission
cecause the allituge vanation and grounc track
shift’ wnich affect the imaging are to be minimised.
Frozen orbit is achieved by fixing the mean
argument of perigee at 90° with an appropriate
eccentricity 10 paiance (he perturbauons gue tc the
zonal harmonics Jz ana J3 of the Zanh's potential.
In order to control both the eccentricity anc the
argument of perigee the concept of eccentricity
vector is found to De very useful in formutating the
Frozen Oron acquisiion protiem. Eccentrnciay vectar
S a veclor wnose magnituge s the eccentricity
ang qirection i§ tha argument ot nengee.

Cue o the launcn aispersiens the frozen oroit is
not directiy acnieved. Cnestrategy couid be e
achieve frozen orbit By comomning it with the orbit
Fcguisiion maneuvers. 2n the other hand, if the
regised Oroil aner njecton § cicse !0 the nomnai
sne n terms of semiemajor axis (aj), then the frozen
oroit acquisiion can oe Jecoucied from the tnm
maneuvers for a', The oojecuve of this paper s to
formulate an oroit maneuver sirategy (o optimise
the fuel requirement 10 acmieve irozen aroit in the
presence of visibility ang impuise constraints assu-
ming that the nominal values 0f 'a and | are acauirad,
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While analysing the IRS-1A and IRS-1E (Indian
Remote Sensing Satellites) data it is found that the
motion of the eccentricity vector arcund the frozen
perigee can be approximated by a circle anc the rate
of motion is also a constant. This forms the
dynamics of the state, and the velocity impulse (aV)
necessary to change the eccentricity vector forms
the control part of the probiem Comoining both
the state dynamics and control parts, the following
discrete equation is obtained Xk+ 1) =
AX(k)+ Bu(k), where X is the state (ie eccentricity
vector components), A the state transition matrix, u
the scalar control force (= dv) and B the control
matrix which transforms dv into eccentricity vector
change.

Thus the fuel optimising problem cap be treated as
a Linear Quadratic Regulator (LQR) problem in
which the state is driven to the crigin by a feedback
control law in an optimal manner. The apprepriate
choice of matrix B handles the visibility constraint
and matrix Q and R are tuned to handle the
constraint on the magnitude of the impulse.

Various case studies on the optimal fuel budget
has been brought out with different wvisibility- and
impulse constraints using the control system design
tool MATLAB.

Maotion of e vector

The perturbations of the eccentricity (e) and
argument of perigee (w) caused by J2 and J3 terms
of the Earth's gravitational p{:»tqamiai2 are given by,

(1

s SR
de _M 1_-5-sin:i\Cosm
dt 2p°a . J

dw 3_‘1_{1{*:( 5 ) \“_J}R (Sb:zi-ca:::;] Sinw]

™ !
I"Es"" . 2p Suu ] & |

4

whereT} is the mean motion, (@)
J2 and Ja are second and third zonal harmonics

R the equatonal radius of the earth

a the semi major axis

i theinclination and p= a(1-02 ).

The analytical solution for the vanation of e and w
have been compared with the actual da!a using the
orbital histery of IRS-1A and IRS-18° and it is
shown that the cyclic behaviour of  the
eccentricity vector has a periodicity of about 131
days. Fig.1 gives the eccentiricity vector mation for
IRS-1B studied over aspan of one year.
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Derivation of LQR analogy

As shown in fig.2 let @ be the eccentricity vector
whose direction gives the argument of perigee
and magnitude gives the eccentricity of the orbit.
Let 3, be the imitial eccentricity vector and @7 the
frozen eccentricity vector with respect to the line of
node. Then 3€is given by,

fe= 8- & (3)

Based on one year of data, fig.3 shows the
magnitude and directional varlatlon of &é per day
alongwith their computed averages . This analysis
justifies the assumption that @ motion can be
approximated to a circle around the frozen pengee
point, with a constant angular rate.

Thus the problem of the X8 motion could be
axpressed in a recursive form as given below.
e Xie1 = AXk (4)

where the Xis 2 at any instant of time. In the full
form the above equation is written as,

(Aex) _(Cosa® - Sinae) [Aex
dey),. ., | Sina@ CosA8 ) |Aey)
where AB is the motion of X& between the times k

and k+ 1. This forms the dynamics of the discrete

state equation and descnbes the motion of &e
without any control force acting on it.

)]

The maneuver equation is given by

xe- B 7 ®
where, [EE] = _?_‘ﬁ\_’ r and direction
§e="?= [gans:)e being the argument of

latitude of the maneuver paint.

Thus &€ interms of dVis given by

[ DCose

ae=| psing et

] av, where D= i (7)

Thus, the motion of Xé alongwith the effect of
control force on the state is given by,

s 1= AXk + Bug, (8)

with A given by (5), B by (7) and u= dV.



Analogous to the control problem, here the
correction eccentricity vector componenis with
respect 10 the frozen point has to be reduced to zero
with minimum fuel (ie minimum total dV) using the
feedback control law,

ie u= -FX )l

In the design of contrcl systems, the above problem
can be treated as an Linear Quadratic Regulator
(LQR) wnere the cost function,

J= X' QX+ u' Ru
is minimised. By solving
Equation,

(10)
the Algebraic Ricatti

P = ATPA-AT PBET P+ A)! BTPA+ Q
the feedback gain is caiculated. 1.e.,

F=(BPB+ R B FA (1)

The minimum cost, Jmin = x: PiX % (12)

We find F such that, with all constraints like
visibility, maximum impulse and time gap Dbetween
maneuvers, the cost function is minimum. While
using LQR anaiogy for Frozen perigee acquisition,
the different constraints are handled in the following
manner., The constraint on magnitude of velocity
impulse is handled by a proper choice of R. A higher
value of R reduces the amplitude of the veiocity
impulses. The point of maneuver is given by the
argument of latitude which appears in the control
matrix B. Thus by manipulating the contents of B the
visibility constraint can be taken care of. For
instance, if the maneuver is to be done aiways at
equaltor, then B = {D.O}T . Simulation studies were
made using the control system design tools
MATLAB.

Simulation Study

For the case study , the considered orbit is a sun
synchronous type of orbit at 804 km aitituge. For
frozen orbit, an eccentricity of .001 and an argument
of perigee of 90 deg are (o be realised. Initial position
of eccentricity vector Is assumed (0 ce 001 units
away from the frozen pengee point. The maneuver
point is assumed to De at the equaltor as it provides
the visibility for the Indian network siations. The
interval between maneuvers is taxen !0 De one
day with three burn maneuver strategy (0 avoid
ground trace disturbances’. Fig.4 snows the
trajectory of the eccentricity vector as the frozen
point is achieved for vanous initial locations of
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the eccentricity vector. Fig.5 gives the typical velocity
impulse history. it is found from fig.6 that the total gV
required 1o achieve frozen perigee depencs on the
initial location of the eccentricity vector with respect
to the allowed region for the maneuvers. The
minimised cost function given oy (12) is a function of
the initial location of sccentricity veclior. This is
depicted in fig. 6. Tabie-1 snows the effect of Q and R
on the maximum impuise neegea ana the acquisition
time.

TABLE-1 : Effectof Qand R

Q | R | Maximum |Acqu:sition
| impulse Time
| (m/sec) (days)
| 10 0.288 ' 84
| 30 0.191 139
| 50 0.156 159
Conclusion

This method of orbit correction to achieve frozen
oroit is well suited for on-board implementation of
the strategy. Once the gains are calculatec on the
ground and uplinked aiongwith the inital gccentricity
vector, only the equations (8) and (8) neec 1o be
executed onboard to caicuiate the control force.
Thus this onboard logic could do the necessary
correction  automatically. Occasionally the orbit
determination on ground could venfy the correction
and in case of inconsistency, the strategy can be
modified by uplinking the parameters AB,XandF.
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Abstract

This paper gives analytical
solution of the problem how to
optimize the impulse transfer
between neighbouring elliptical
orbits when a transfer manoeuvre
is performed by engines along
the velocity vector, orthogonal
to the velocity vector or normal
to the orbital plane.

Introduction
Success of a space missions
depends often upon an ability to

manoeuvre in orbit. The high
fuel requirements usually
associated with orbit-changing
manoeuvres make it essential
that optimum orbital transfer
modes be investigated - optimum
in the sense of minimum fuel
requirements.

Analytical formulations of

this problem may be different.
It is possible to consider the
motion in oblate or central
gravity field, discrete or
continued control, prescribed or
free final time.

This paper concerns optimum
orbital transfer between any
pair of neighbouring elliptical
orbits. The objective of the
orbital transfer manoeuvre is to
transform the five orbital
elements of an initial orbit to
elements of a final orbit. This
is accomplished by instantaneous
velocity changes (correction
impulses) that may be applied at
arbitrary points on the orbit.
Impulse optimization is
accomplished for free end point:
i.e., impulse is minimized with

respect to takeoff and arrival
point, as well as transfer orbit
geometry.

Because of its complexity,
this problem of optimal transfer
can only be analytically solved
in some special cases. In our
case minimized functional differ
from usual one and problem is
solving in linear formulation.

Considering orbit elements
are: apogee radius divided by
semimajor axis =~ ~ra, perigee

radius divided by semimajor axis
Tp ., argument of perigee w,

inclination i (sini®#0), right

ascending node (). We assume that
transfer manoeuvre are performed

by engines in the following
directions: along the velocity
vector, orthogonal to the

velocity along the orbital plane
and anti earthward, normal to
the orbital plane.

1 Analytical Formulation
Note:
of the above glven orbit

elements,AL = [Ar.,A:p,Av,Ai,AQ
} - vector of the imposed
variations of orbit elements, V
= { v.,V,,V5, } =~ the velocity
vector w1 h %he components along
above ilven directions, Av*:{A

,Av ,Av x} - the vector of
tﬁe Eocmty impulses along the
respectlve directions.

The point when the impulse
should be applied is determined
by the correction points either
the eccentricity anomaly E or
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true anomaly 3. Fig. 1 shows
elliptical orbit with the center
0. the correction directions

V3+V5,V5 and angles E,9.

At the correction point X

(or Sk) impulses szx,szk,Av3k
are applied along thé respective

directions where K is the
correction number (K=1,...,n) ,
n is the total number of

corrections ( 1 <n < ®).

Our statement of the five-
dimensional problem of element
correction optimization 1is to
find vector AV® so as to
minimize the sum of modules of
impulses along the respective
directions separately

+AVS])

$= T 00 1A m
over the set of all possible
values Avlk,szk,Avsk at any
correction peoints sxzo, for
K=1l,...,n, 1 < n <o subject to

M=), GEW*

Here G(E) = {Gij(B)} 6L/av is
the 5X3 matrix of the partial
derivatives. Thus the system of
the equalities (2) express
dependence between the orbit
element variation and correction
impulses in a linear

2)

approximation. The partial
derivatives are derived using
well-known formulas for

spacecraft elements~. The matrix
of derivatives is equal to

[P 1 ;
G(E)= |— : - =G (E)+
Vﬂ Jl—e' l-e cosk&”
P | A
ekl G(E
Vp JI-ecosS (£)
where non=-zero elements are
equal

G}, (E)=2(1+e)(1+cosE)
Gy (E)=2(1-e)(1-cosE)
G =(E)=~-GL(E)=V1-¢'sinE(1 - ecoskE)

GL(E)= ( i)[ VIET? )smE

Gy(E)= —l(cosE +e)(1-ecoskE)
&
G5 =(E) = ~ctgisin( 9+ @)
Gy(E) =cos( 8 + @)
Gi(E) = -—l—-s:'n(.9+ )
sint

where e is the eccentricity of

elliptical orbit (O<e<1), p is
the orbit element, u 1is the
gravitational constant.

This optimization problenm
falls into two independent
problems.

The first problem is the

problem of the optimal rotation
of the orbital plane. To solve

it we must find impulses Av3* so
as to minimze

Q & Ztﬂ ld V: ,
over the set of all possible
values Avak at any correction
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points BkZO, for K=1,...,0h, 1l=n<
© subject to

(3)

AP=3" (8 )avy
where
AP = {Ai, siniAQY},
C(9) ={G,(9),simGy(9)}

The second problem 1is the
problem of the optimal
modification in the orbital

plan. To solve it we must find
impulses Avlk,szk so as to
minimize

)

R=Y"_(lav}|+|av;

over the set of all possible
values Avlk'szk at any
correction points Bkzo, for
K=1,..4p0; 1=2n<wo ., subject to
; (4)
aM=3" (A(E*)ave + B(E*)ary),

where

AM ={Ar, Ar, A},

A(E) ={G, (E),G,4(£),. G, (E)},

B(E) e {613(5),(}2(5). G::(E)}'

Aw= Aw +cosi AQ

Let us show that the
solutions of the two separate

problems are equivalent to the
solution of the initial problem.

consider the S5 x &  matrix H
which non-zero elements are
equal

b, =h, = hy =h, =1,

hys = cosi,

hy = sini

It is a non-degenerate one.
Consequently, equalities(3) and

(4), obtained by multiplying
equalities (2) by matrix H, are
equivalent to (2). Moreover, it
is possible to write the

function (1) in the form S = Q +
R. Since Q@ 2 0 , R 2 0 we can
minimize the functions Q and R
separetely to obtain the minimum
of the function S§.

2. oOptimal Rotation of the
Orbital Plane
Optimal impulses may Dbe

applied at the either one or two
correction points along the
normal to the orbital plane
direction (V3), depending on the
correlation between the vector A
P components and value o. Note:

& - the angle from the vector
(cos®m , sin® ) to the vector AP.
Then

(A7 cosw = simisinwAQ)
|AP| ‘

(Aisinew - sini cos@AQ)
sina = ¥

AP
|AP| = Y AI* + sin* AQY

2.1 THE - CASE, WHEN |cos a |< e

cosa =

In this case optimal
transfer is two-impulse one. The
impulses are applied at the

correction points ,31,32,.which
satisfy the equalities:

cos? =cosS =e,
T

sind =yl-¢ sinF =v1-¢

2
AV3
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Fig.2 shows 8C orbit with the
center o] and points A,B
corresponding to angles 31,32,
the value of impulses are

=0 —
AV, = %— 4l pN1-e€ sim 3 - a)|AP,

for X=1,2
The total impulse is

0= JalpNi=¢sin afP

2.2 THE CASE, WHEN |cos a | > e

In this case optimal
transfer is one-impulse one. The
impulse is applied at the
correction point,Sl, which
satisfy the equalities:

cos §' = ~[cos al,sin §' = —sign{cos a)sin a

Fig. 2 shows hatching part of CS
orbit where the angle 9! may be
and point C corresponding to the

probable angle 9. The value of
the optimal impulse is

Av) = -sign{cos &' )N

where N is equal to the total
impulse

Q:N:Jy_p(lq-e cos §')AP|

3. Optimal Modifications in the
Orbital Plane.

1f there are some
restrictions to the value of e ,
optimal impulses may be applied

at the either one or two
correction points along the
velocity vector direction (vy),
depending on the <correlation
between the vector AM
components.
3.1 THE CASE, WHEN Aw = 0

In this case optimal
transfer is two-impulse one. The
impulses are applied at the
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correction points 31,32 which
satisfy the equalities: 21=2nq,
E%=x(2L+1), where gq, L are

natural numbers.The values of

impulses are

=W, =- \/_(1—
AR? W—-I\/Z(l+e)drp

The total impulse is

(5)

Ref= A (<)o +{isel]

Note that this theorem
agres well with known results”®.
Fig, 3 shows SC orbit with the
center. 0 and points A, B
cgr;gspondinq to the angles

av?

3.1 THE CASE, WHEN

Aw=0, (eAd?) < Ar,Ar,

In this case if either

e<s2sy5 or it is possible to use
impulses only along the velocity
vector direction {vl" then
optimal transfer is “following
one. The impulses are applied at
the correction points



E'=E'E'=n-E
such that
Lo 2Amev1-¢é*
sSinE =
(l—e)Ard+(1+e)Arp
Fig. 3 shows the points C, D
correspogdigg to the probable
angles E7,E
The total impulse is
R:(y JR?
cos &
where the values R® was
determined in (6],8* is the
angle Dbetween velocity vector

and the orthogonal to the orbit
radius direction. It satisfy the
equation

5

1-e %)

cos 0’ = ————
v1-e“cos' E

It is evident, that RV(1-e?) <
2. This inequality allows
analysing the variation of the
total correction impulse, when o
is also the element to Dbe
corrected.

3.1,1 IF (e Am)z) - Ara érp,

then the
one-impulse one.

optimal transfer is
The imfulge is

applied at the point E"=E and
is equal
1 . 0
AV, = sign(Ar,)R
where the value RO was

determined in (6).

' 2
3:1.2-1IF e Am)* < Ara drp,

then the optimal transfer is
two-impulse one. The 1mpulses
are applied at the correction

where

F(E.)=(cos18')[l_cf>§;)J iy

1 (-1)*

+cos 8° 5y cos(E']

W,

where W,,W, were determined in

(5), K =1,2.

3.2 THE CASES WHEN

Am;(L&Am):>AQAG

In this ©case 1if either

e<4/3/2 or it is possible to use
impulses only along the velocity
vector direction (Vy) then
optimal transfer is the
following one. The impulses are
applied at the correction points

El=EﬂEl=n-E‘such that

(1-e)ar, =(1+e)Ar

cig E = 2
(ZAmevl—ezj
1
av; av4
Cc
AV$ 8
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Fig, 4 shows the SC orbit with
the center 0 and points A, B
correspogdigg to the probable
angles E*,E

3.2.1 1r (l1-€)Ar, =(1+¢)Ar, then
the values of the impulses are

AVr = F(E*®)
where function F was determine
in  (8); wksewm 5,3 The. “total
impulses is
1 |
R= :L—I—(H':-W:)’
cos 8 |cos E

where W,,W, were determined in
(5) the angle O satisfy to (7).

3.2.2 IF (1“9)N¢=(1+€)A’P then
the values of the impulses are

AVE = ("(:)k J%Am

where k=1,2.

The total impulses is

4. Quasi-optimal Modifications
in the Orbital Plane

Assume that the optimal
transfer is not suitable or only
a one-impulse manoeuvre is
allowed and variation of the

element ® is not important ( it
is usually true for small e ).
Here we demonstrate the case,
when the so-colled guasi-optimal
one-impulse correction of
elements r ,rp along the
velocity vecor direction (vy)
exists. And the quasi-optimal
total impulse 1is close to the

optimal one if the eccentricity
is small.

If Ar,Ar >0 it is possible
to become monogtimal solution of
the transfrder problem by one-

impulse manoceuver at the point
E'=E° such that

. (1-e)ar, -(1+€)Ar
cos E =- 2
(1-e)ar, +(l+e)ar,

The value of this impulse

is

1

Ra
cos 97

AV = sign(Ar,)

value R° was

0 satisfy to
guasi-optimal

where the

determined in (§),
(7). The
correction value is

9
Baih
cos 8
that

From this follows

RV1-¢ <R°,

Therefore, the quasi-optimal
total impulse R is close to the
optimal total impulse, when e is

small. Fig. 4 shows point ¢
ccrrespgnding to the probable
angle E
Conclusion

To check that orbital
transfers given in the parts
2,3,4 are suitable, one must
simply put they to the
equations(3),(4).

To prove that the above

chosen solutions of the transfer
problem are optimal, we will use
the so-called Kuhn-Tucker
theorem which give the criteria
of optimum (see Appendix).

For our statment of the
optimal transfer problem we have
obtained full analitical
solution of the problem of
optimal rotation of the orbital
plane. Solution of the problen
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of optimal modifications in the
orbital plane is not so full
because of in a general case the
are orbital parameters (e,p) and
the required variations of
orbital parameters when above
given solution is not optimal.
But it is not so important for

applications becouse of the
restrictions to the value of
excentrecety are not essential

and are close to unit.

Appendix : Criteria of Optimum
According to the theory,

the following nonlinear problem:

to find xX={X,,...Xp,} so as to

minimize
(A1)

> |x| (for k=1,...,n,15nsw)
k=)
subject to

s (A2)
c=Ulx
where € is an m~dimensional
vector, U is an m x n matrix, is
equivalent to the following

linear programming problem, to
find y={¥ys+-++¥gan} SO as to
minimize

in
2:)H(for im1, 040020, 150<®)

=]

subject to

c=2y,5 20, for i=1,...,2n,

where 2 = {U,-U}, Xy = ¥y ~¥pux
Hence, the linear programming
form of the Kuhn =~ Tucker
theorem can be used for the
problem (Al), (A2). That is:

feasible solution x* is the
optimal solution of the problem

(Al), (A2) if and only if an m-
dimensional vector d exists such
that all of the following

conditions are satisfied

U,d" =sigix;), atx; #0,
U,d"|s1

for k=sl, .. «; ¥ 1<N <o,
where U, is the column of matrix
U,T is Ehe transposition sign.

To prove the above results
one must use this theorem with
corresponding x ,Uy .
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Abstract

Experience gained during the flight operations of the
Attitude Control System of the ROSAT spacecraft is
described. The ROSAT spacecraft comprises a
three-axes stabilized satellite supporting the largest
X-ray telescope flown up to now. The control system
consists of high precision star trackers and gyros for
attitude reference and reaction wheels for
maneuvers. The satellite has successfully performed
the first all-sky survey with an imaging X-ray
telescope. During the following pointing observations
of selected sources, severe degradation of the gyros
forced modifications of the onboard software to use
the available magnetometer and coarse sun sensor
measurements. The aftitude control accuracy could
thereby be improved again to allow an autonomous
star acquisition by the star trackers for high precision
pointing. This allowed the resumption of the nominal
mission under conditions specified prior to launch.
Further software changes as results of other device
failures are also described.

Key words: Flight experience, high accuracy pointing,
attitude subsystem, CCD star trackers, ground
segment, device failures.

Introduction

With the launch of ROSAT (ROentgen SATellite) a
new area of X-ray astronomy has begun. With this
mission the first all-sky survey with an imaging X-ray
telescope was performed. Additionally the spacecraft
has observed many thousands of celestial sources
with unprecedented accuracy and sensitivity. ROSAT
is a cooperative project between Germany, the
United States and the United Kingdom. Main
contractor for ROSAT is Dornier, responsibility for the
Attitude Measurement and Control Subsystem
(AMCS) is with MBB, both part of Deutsche
Aerospace. The spacecraft comprises a three-axes
stabilized satellite supporting the largest X-ray
telescope flown up to now (83 cm aperture). It is of
Wolter type, with a focal plane assembly carrying two
imaging proportional counters (PSPC), and one high

resolution imaging channel plate detector (HRI). The
main telescope is supplemented by a XUV wide field
camera, for observations in the extreme ultraviolet
spectral area. Germany developed ROSAT and
conducts the operations, the US provided the
launcher and one of the detectors, and the UK has
built the XUV camera.

The spacecraft of 2500 kg weight has been launched
on June 1, 1990 with a Delta Il launch vehicle, into
the nominal circular orbit of 580 km aititude inclined
at 53 degrees.

GSOC (German Space Operations Center) is re-
sponsible for mission operations. It provides all
tracking, telemetry, command and data processing
capabilities to support the mission, with additional
facilities to provide interfaces with NASA ground
stations in the event of contingency operations. The
use of the single Weilheim Ground Station for the low
Earth satellite leads to a daily visibility pattern of 5-6
short consecutive contacts of approx. 10 min duration
each, separated by 1.5 h, followed by an invisibility
periad of approx. 16 h. The collected data are stored
onboard on tape recorders.

As of December 1993, ROSAT has completed three
and a half years of operation, After the survey and
three months into the pointing phase, the mission
was severely hampered, mainly by gyro degradation.
The paper will concentrate on the measures taken to
rescue the mission.

The Attitude Measurement and Control
Subsystem (AMCS)

The AMCS is a digital control system based on a
microprocessor. It uses a strapdown system (which is
updated by star tracker measurements every seccond)
and quaternion notation. A RAM area of 6k words is
available for onboard software modifications.

The main operating modes are:

- Safe Mode:

to provide survival capability to avoid loss of
spacecrait in an AMCS Emergency and/or spacecraft
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malfunction situation. It shall maintain two-axes solar
oriented attitude.

- Nermal Mode:

covers the normal operations scan and pointing
including scan at rates between 3 and 5 arcmin/s
around the spacecraft x-axis, inertially fixed pointing
to selected targets, slewing from one target to the
next.

The satellite has a solar array fixed to the spacecraft
structure (see Fig. 1). The array must be oriented to
within +- 15 deg of the perpendicular to the sun
direction. Therefore the observable part of the sky is
coupled with the apparent motion of the sun.

A mission planning facility establishes the ROSAT
Mission Timeline according to cbservation requests
and applied constraints. This timeline is the base for
the AMCS operations. It is used by a complex ground
software system to perform an automatic command
generation for all attitude related telecommands. This
approach is necessary due to the stringent
requirement to uplink up to 2500 attitude related
telecommands per day nominally during two of the
short contacts. Peak uplink is 8000 commands during
three contacts. The main part of the attitude
commands comprises the star catalogues required by
the onboard system.

The spacecraft is equipped with the following attitude
devices:

- two imaging star trackers (STC) with CCD devices

- four rate-integrating gyros

- four reaction wheels

- three magnetic coils for wHeel unloading

- a three-axes fluxgate magnetometer, originally only
for coil steering for the unioading

- a set of three two-axes sun sensors, originally only
as safety devices

The following accuracies were specified for the

system during pointing:

- deviation of telescope axis from commanded
attitude: < 3 arcmin

- rate limits: < 5 arcsec/s

- STC bias: < 2 arcsec

- STC noise: < 1 arcsec

The original design of the attitude control system
used three of four gyros for slews between X-ray
targets, The accuracy of the gyros with respect to
scale factor errors and fixed/random drifts was such,
that errors accumulated during slews or Earth
occultations were less than 15 arcmin. This allowed
an unambiguous star identification and consecutive
control with the star trackers. The typical number of
autonomously observed targets was 25 per day.

Flight Experience
Launch and early operations

The performance in the early phases of the mission
was perfect. Especially the commissioning phase
went extremely smooth. All devices were found to
fuffill their specifications. Gyro drifts were in the order
of 0.006 arcsec/s. The slew times were found to be in
accordance with the pre-launch simulations.
Momentum management provided appropriate
unloading of the wheeis without disturbance of the
system. A minor problem was the magnitude
calibration of the star trackers, which showed some
offsets compared to laboratory results.

First anomalies

Four month aifter launch cne of the two star trackers
failed, apparently due to a problem in the RAM area
of the electronics, This reduced the number of
available reference stars from six to three, causing
restrictions for the selection of targets when not at
least two stars were available for attitude control.

Gyro degradation and loss

Six month after launch severe signs of degradation
were observed on three gyros: Scale factor errors ten
times larger than specified, drift values up to =7
arcsec/sec for the x-gyro, which additionally were
dependant from the sign of the rotation performed.
The x-gyro was therefore replaced by the redundant
4th skewed gyro. This allowed to finish the survey
and to start the pointing phase. However, after three
months pointing, in May 1991 the y-gyro failed totally.
So the x-gyro had to be used again, despite its bad
performance. The usage of these degraded devices
caused now siew erors considerably larger than 0.5
degrees, a value which was the maximum for the
original star identification to perform well. Also loss of
a second gyro would have terminated the mission
immediately. Therefore an attitude control concept
was designed and impiemented, which even has the
capabiiity to work with only one gyro. Up to now six
versions of onboard software have been developed
by the MBB subsidiary of Deutsche Aerospace,
requiring each time a code uplink of more than 8000
commands. These onboard changes had also
considerable consequences for the already very
complex ground segment. It was necessary to
implement a realtime star identification software, to
change several times the star catalogue generation
software, and to operate a hardware-in-the-loop
spacecraft simulator to test the new onboard
software. Fortunately, from the mission preparation
phase this simulator was still available at GSOC. It
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combines the AMCS microcomputer with a software
simulation of the spacecraft dynamics, the sensor
and actuators, and the environment (magnetic field,
stars, etc.). This allowed to load the new code to the
computer and to verify the performance.

Software modifications

The different software versions cover the following
features:

- an angular momentum bias around the nominal sun
direction for safety reasons. The momentum is stored
in the wheels.

- Update of the onboard attitude quaternion after star
identification on ground, This was an intermediate
solution during development of the modified control
concepl.

- Survival mode using only one gyro

- Normal mode gyro usage selectable from ground.
Mode possible with three, two or one gyro.

- onboard implementation of an 8th order Earth
magnetic field model.

- update of the attitude quaternion with sun sensor
and/or magnetometer measurements according to
availability. Thereby usage of one of the available
two-axes sun sensors and the three-axes
magnetometer for the aftitude measurement.

- automatic selection of angular rate information
according to availability from gyros, star trackers, sun
sensors, magnetometer, or integration of the Euler
equations. This feature is only enabled when less
than three gyros are available.

- implementation of advanced star identification
algorithms which tolerate large attitude errors.

- onboard gyro drift estimation and compensation.

- extended command capability for gyro scale factors.
The original possible range was too small for the
degraded devices.

- usage of a star tracker of the XUV camera payload
to replace the original attitude subsystem star
trackers., This feature has been developed in
advance and is not used up to now.

Further mission events

Reduced Mission
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During the first phase of the software development
a restricted mission had to be defined, during which
only one target was observed per day. This was
possible by support from a new realtime attitude
determination on ground, derived from star tracker
measurements, gained after the slew. The attitude
solution was then uplinked to the spacecraft., to
update the onboard attitude.

Uplink of new mode

After five month in this mission mode, the new control
mode with magnetometer and sun sensor for attitude
updates and various sources for velocity information
could be uplinked. The sun sensor is aligned with the
s/c -x-axis (see Fig. 2), and performs updates around
the y- and z-axis. Its accuracy is ca. 0.5 degrees.
The magnetometer is used for updates around the x-
axis. Both devices serve to update the attitude
quatemion, when deviations caused by the gyros
(which still are input to the strapdown algorithm as
long as three are available) exceed certain limits.
This means that with three gyros the velocity
information during slews is still derived from the
gyros, but the necessary accuracy can be very poor.

The new software has three main functions:
- survival made

- aftitude surveillance in Normal mode

- star acquisition support in Normal mode

Survival mode is used to reorient the solar array (s/c
-X-axis) to the sun from an arbitrary orientation with
the usage of the sun sensors alone. The rate
informaticn for the wheel unioading is taken from the
X- or s-gyro. So a survival with one gyro only is
possible. In eclipse no attitude control and unloading
is performed. The wheels are controlled to constant
speed, and the sun orientation is roughly kept by the
stored angular momentum.

Attitude surveillance in Nomal mode ensures a
correct orientation of the solar aray with respect to
the sun. It is only enabled, when no Identified
reference stars are available.

- in sun driven by the sun sensors

- in eclipse driven by the magnetometer

Star acquisition support ensures an attitude, which is
consistent with the tolerances allowed by the star
identification algorithm which requires an accuracy of
ca. 2 degrees. This can normally be achieved only by
a combined update of magnetometer and sun sensor,
thus outside eclipse periods (which last up to 35
minutes during the 96 minutes orbit).

In both cases, for the magnetic field computation an
up to date 8th order field model is used. It is based
on recent updates to the IGRF model. The model has



an accuracy of ca. one degree, which together with a
high measurement accuracy of the magnetometer,
gives a control accuracy, which satisfies the needs of
the star identification algorithm.

The software proved to work very successful, and so
in October 1991 the nominal mission could be
resumed. Up to November 1993 there was a smooth
continuation of the mission. Only some minor
problems had to be corrected. During this time also
the remaining star tracker showed some anomalies
which led to the above mentioned decision to develop
a mode using a further payload star tracker.

Two-gyro operations

In November 1993 the z-gyro failed. This left the
spacecraft with only two gyros. Thanks to the aiready
uplinked software, a resumption of the scientific
mission after 10 days of tests was possible. The
consequences of the two-gyro operations are as
follows:

- as the rate information around z must be derived in
eclipse from the magnetometer, slews during eclipse
are no longer possible. Reason is that magnetometer
readings can be used only every two minutes due to
disturbance by the unloading coils. With this update
rate the high velocities during slew maneuvers
cannot be controlled to the necessary extent. This
had the consequence that the timeline generation
software had to be modified to schedule the slews
appropriately.

- to use the magnetometer for three-axes attitude
control in Normal mode, the inertial reference must
be established immediately after leaving the Survival
mode in the same short ground contact. Otherwise a
fallback to Survival mode in the next eclipse would
occur. This requires a realtime attitude determination
from one sample of magnetometer measurements at
the begin of the contact and consecutive uplink to the
spacecraft.

- eclipse conditions during steady state pointing but
without reference stars also lead to deviations from
the nominal attitude. This behavior is currently under
investigation to reduce the offsets which are
somewhat larger than expected.

- rate inputs from the star trackers for motion around
the z-axis are affected by the noise of the CCD
and/or unfavorable star constellations. This leads to
jumps in the calculated rate values, which then cause
generation of larger wheel torques than necessary.
As this situation changes each second, the torque
level of the wheels is higher than in the past.
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But in general the two-gyro control system works
very promising and allows to continue the scientific
mission with only minor restrictions.

- Latest developments show that the 2-gyro-S/W
causes control problems under special conditions:
During shadow there is a rate unobservability around
an axis perpendicular to the x- and s-gyro axiis, if the
earth magnetic field vector coincides with it.

If only external torques would exist, there still would
be no problem. However, magnetic unloading of
reaction wheels causes considerable internal torques.
Thus, during inobservability periods large excursions
are possible (up to 45 degr. within 4 min.).

A corrective action is underway, which will disable
wheel unloading during shadow pericds. The wheels
are always kept far away from saturation, Therefore,
unloading can wait until the next sun phase.
Respective S/W development is in progress,
extensive tests with the simulator are planned. The
new code will be uplinked and used around mid-
february 1994, providing the basis again for the
conduct of a nominal mission.

Conclusions

Despite all problems the ROSAT mission is an
outstanding success. ROSAT provides
unprecedented scientific results, which  will
significantly contribute to the understanding of the
structure and evolution of the universe. It could be
demonstrated that due to the capability to modify
onboard software it was possible to overcome
hardware deficiencies. The success can mainly be
devoted to the high accuracy of both the magnetic
field model and the magnetometer measurements, as
well as the sensor piacement which allowed three-
axes measurements. As the orbital lifetime of
ROSAT goes beyond the year 2000, it is hoped that
the mission can be successfully continued for some
more years.
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Abstract

The Data Collecting Satellites (SCD) were
developed and integrated at INPE. Brazil.
with an aim of retransmiting meteorological
data collected by automatic platforms spread
over the country. The specified orbit for
SCD1 and SCD2 are circular at 750 km altitude
and 25° inclination. SCDIl was launched in
February 1993 by the Pegasus launcher (OSC).
Both are spin stabilized, with magnetic
attitude control coils. The angular velocity
of the SCD2 spacecraft will be controlled by
a spin plane magnetic coil, commanded by an
on-board magnetometer.

Key words: Attitude control, Control system
design, Minimum time control. On-off control,

Satellite control. Satellite artificial,
Simulation.

Introduction
Two Data Collecting Sateilites (Fig. 1)

were developed at INPE. The first one was
launched on February 1993, and the second one
is scheduled to be injécted in orbit in [995.
The main goal of the mission 1s 10 receive
and retransmit the environmental data
collected by autonomously operated on-ground
platforms. They are spread in remote regions
where man-operated stations are inadequate,

as the tropical rain forest, off-shore
locations, etc.

The orbit was chosen w0 accommodate
particular aspects of ground coverage
(Brazil), altitude decay and transmitter

power. The selected orbit is a circular 750
km altitude orbit, with 25% inclination.

Both spacecrafts are provided with a
transponder as a payload. Internal subsystems
are: Power Supply. Structure and Thermal
Control, Telemetry and Telecommand Subsystem
(TMTC), anexperimental On-Board Computerand
Attitude Control Subsystem. An expenmental
reaction wheel (only the shaft, bearings and
electronics, without the wheel mass) will
also be integrated in SCD2.

SCD1 satellite

The Attitude Control Subsystem (ACS) is
responsible to stabilize and control the
spacecraft orientation with respect to the
Sun. To perform these tasks, the ACS is
provided with two digital one-axis Sun
Sensors, one analogue Magnetometer. one spin
axis air core Magnetic Coil and a passive
Nutation Damper. The stabilizauon 1s
achieved by a rotation around its major
principal axis tmparted to the spacecrart by
the  launcher’s  last  stage. Attitude
determinanon and control are both performed
on-ground, by using the telemetered sensor
signals and commanding the appropriate coil
polanty.

Figure 1; The Datma Collecting Satellite.

SCD! was launched successfully on February

9, 1993. All the internal subsystems are
operating according to0 specifications. Orbit
and attitude determinations are  being

performed properly.

Due to the launcher restrictions (Pegasus),
the injection angular velocity was limited to
120 rpm. rather than the specified 140 rpm.
Eddy current torques caused by the Earth's
magnetic field decrease exponentialy the
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angular velocity of the satellite. Pre-flight
calculations predicted a spin decay from 120
rpm, at the beginning of life, to 20 rpm,

approximately, after 1 year (expected

spacecraft life). This torque 1S

approximately described by!:
Te=p[axﬁ)x§ (1)

where p is a constant coefficient, function
of the spacecraft’s geometry and its surface
electrical properties. _ @ is the satellite
angular velocity and B the Earth’s magnetic
flux density. Theoretical approaches gave to
p a value close to 1920 m*/Ohm.

In addition, magnetic torques due 10
unbalanced  electrical currents in  the
spacecraft equipments precess the satellite
spin axis, around the Earth's magnetic
dipole. After some period, the change in the
satellite attitude relative to the Sun would
illuminate the thermal bottom panel, so an
attitude maneuver would be necessary to
reorient the spin axis. In this case, the
magnetic air core coil shall be activated, in
such a way as to drive the spin axis In a
safe attitude with respect to Sun. The 6 Am-
torque coil is located in the spacecraft
upper panel, with its axis parallel to the
spin axis. The magnetic torque suffered by
the spacecraft is given by:

T,=(m + um)oxB (2)

where m, and m, are the residual and the coil
magnetic moment, respectively. « is the coil
polarity (-1, 0, 1) -and © is the spin axis
direction. The residual magnetic moment was
specified to be in the range -0.5 to -1.5
Am?, so as to cause a spin axis precession in
the same direction of the sun’s motion
relative to Earth. This magnetic moment was
measured during satellite integration and
resulted a value of -0.75 Am?.

The SCD1 has no attitude pointing
requirements. The only restriction is that
the bottom radiator panel should be kept out
from the Sun direct incidence. Periodic
attitude maneuvers take place whenever
necessary as to achieve the correct
orientation with respect to the Sun. The coil
polarity is seleced by an  attitude
simulation program, in such a way as 10
reduce the Sun aspect angle (angle between
the Sun and the spin axis). A telecommand is
then transmitted to switch the coil to the
specified polarity. The maneuver can be
spread for several days.

SCD2 satellite

As SCDI1, SCD2 will also be spin stabilized.
Nevertheless, its angular velocity will be
controlled close to 30 rpm, by means of a
magnetic air core coil (4 Am*® magnetic
moment) located in the lateral panel. The
angular velocity control will be autonomously
activated whenever the rotation falls bellow
28 rmm and will be deactivated when the
rotation reaches 32 rpm. Also, the SCD2 spin
axis orientation will be controlled in such a
way as to point the rotation axis to the
ecliptic north pole. Residual magnetic
torques shall slowly precess this axis, so
after a few weeks the required pointing is no
longer assured. To correct the attitude,
periodical spin axis maneuvers are predicted,
whenever the angle between the spin and the
ecliptic normal is greater than 10°.

Spin Axis Maneuvers

The coil polanity as a function of time can
be derived from the attitude error®:

E i1 Sf'.- H f3}
where 3; 1s the desired spin axis direction,
after the maneuver, and H is the angular
momentum direction. In order to reduce the
attitude error, E- is derived with respect 10
ume, resulting

d(E}y/dt = (-:2/H)E - T (4)

m'

It i1s assumed that the magnetic torque
causes only precession (the magnitude of the
angular momentum remains unchanged) and the
perturbing torques are neglected.
Substituting Equation 1 in the above equation
results

d(E*)/dt = -2/H (m, + um_) s,. (5)
The switching function s, given by
3, = E LW E té)

determines the appropriate coil polarity in
order to decrease the attitude error, since
m, » m, (the specified values are 12 Am* and
£0.1 Am?, respectively). Therefore,

u= |1fors, >0 (7a)
u=-1fors, <0 (7b)
n= Bifs, =10 (7c)
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Time-tagged maneuvers will be calculated
on-ground, telemetered to the spacecraft and
stored in the on-board computer. Each time-
tagged command informs the computer the spin
axis coil (located at the spacecraft's upper
panel) polarity, activation and deactivation
times. It is expected to point the spin axis
to the ecliptic pole with accuracy better
than 1°. To calculate the maneuver, the coil

polarity is obtained at defined time
intervals (5 minutes, in the simulations)
using the above equations. The resulting

maneuver provides a significant saving of the
maneuvering time with respect to a QOMAC
(quarter orbit magnetic attitude control)
type maneuver. Both spin axis and angular
velocity maneuvers shall last a few hours (6
to 18) with time interval between maneuvers
around 25 days.

Simulations were carried out to check the
control algorithms and to adjust an optimal
coil magnetic moment. The strategy consists
in driving the spin axis inside the 1° cone
around the ecliptic north pole. Environmental
torques will slowly precess the spin axis,
and after some days it reaches the 10° cone
around the ecliptic pole. A new maneuver is
then calculated on-ground, transmitted and
stored in the on-board computer. The
maneuvers consist in a set of switching times
and the corresponding coil polarities.

Spin Plane Maneuvers

To control the angular velocity of the
spacecraft around 30 rpm, two (a main and a
backup unit) spin plane magnetic coils will
be employed. They are individually activated,
by on-ground telecommand. Also. the on-board
computer will monitor the angular velocity
using the sun sensor outputs and autonomously
will activate the coil electronics when the
velocity falls below 28 rpm. To accelerate

the spacecraft from 28 to 32 rpm, the
maneuver time is estimated in hours,
approximately. The coil switching s
performed automatically by a dedicated

electronics that process the 3-axis fluxgate
magnetometer signals. Each coil is commanded
by the magnetometer sensor orthogonal to both
the coil axis and the the spin direction. To
avoid the interference in the magnetometer
output caused by the magnetic field of the
coil, a threshold activation and deactivation
level was implemented in the commutation
electronics. These levels differ each other
to prevent feedback: the activation value is
B,, = 120 and B,y = 60 mGauss.

Considening a spin plane coil rotating in a
XY plane, such that the geomagnetic component
in this piane lies along the X direction, the

instantaneous  torque experienced by the
satellite is given by:
T = vm, (cose i + sine j) « B (8)

where v is the coil polarity, m, is the spin
piane magnetic moment (m, = 4 Am?) and
& = wt. If B, and B, are the components of
the geomagnetic flux intensity in the X and Z

directions, the commutation limits are then:
8,, = arc sin B, /B, (9a)
8, = arc sin B /B, (9b)

For a spin-up and a spin-down maneuvers,
the coil polarity as a function of the
position angle is ziven in Table 1|

Table 1: Spin coil polarities

8 limits Spin up Spin down
0se < 8, 0 0
O 50 < m-8; -1 +1
R-0r38 < =r + 8, 0 0
R+ 0,30 <2m-0, +I| +f
e -0,4=06 < 2n 0 0

The mean torque over a revolution can now
be integrated, resuiting*:

T, = -mB,(cos8,, + cose,)/n (10)

T, = -mB,(sine,, - sin6 g)/n (11)

T, = m, B (cos8,, + cos8 g)/n (12)
Note that the torque along the Y direction
can be neglected, as 6, and 6, are

normally small.

Resuits

Attitude determination of the SCD’s
spacecrafts is performed on-ground, using the
sensor signals, telemetered to the Earth
during the ground station contact. The
satellite shall count with two sensors: one-
axis digital sun sensor with meridian sun
crossing indicator and a 3-axis fluxgate
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magnetometer. The sensors are sampled at a 2
Hz frequency, by the on-board TMTC subsystem.
The digital sun sensor measures the sun’'s
aspect angle, between the spin axis and the
direction of the sun. The magnetometer gives
the Earth's magnetic field vector, allowing
the determination of the attitude by soiving
the ambiguous orientation. The mendian sun
crossing indicator is also sampled and gives
information about the spacecrait angular
velocity. Both SCDI and SCD2 are provided
with nutation dampers to reduce perturbations
in the angular velocity of the satellite
during separation from the launcher. They are
toroidal shape rings, partially filled with
oil and located in an off-center position at
the upper panel.

The first year results are presented in
Figures 2 to 6. Figure 2 presents the
attitude maneuvers times, through the coil
polarities  history. Since the  satelilite
launch, the requirement for pointing the spin
axis is not only to avoid the sun incidence
in the bottom panel, but also to maximize the
electrical energy and to adjust the equipment
temperatures by placing the spacecraft in a
specific orientation with respect to the sun.
These requirements are achieved for sun
aspect angles between 70 and 90°. Several
spin axis maneuvers were performed in order
to conform to this requirement, with negative
coil polarity (against the angular velocity
vector). The sun aspect angle history is
shown in Figure 3. Except during the initial
40 days, the sun angle remained constricted
to the specified range, ~

%0 r T v » T =
fﬁ"'. f’\; _/' /7
LN i\ i L/'! SR | l'; ./ E
BE=TORT v v
l SEN SUN ASPECT ANGLE [DEG] :
50 \ ‘I he
« Ay 4 ' -
¢ 40 00 120 1G0 200 240 200 320 360

DAYE FHUM 19y3-FEB-UY TH:00:0U

Figure 3: Sun aspect angle history.

Figure 4 presents the path of the spin
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Figure 4: Spin axis motion.

Spin decay history is presented in Figure

COIL POLARITY

ey
“

120 &0 200 240 280 320 36D

DAYS FROM 199)-FEB-09 18000y

Figure 2: Coil polarity history.

5, where the exponential decay behavior due
to the induced electrical currents in the
spacecraft structure by the Earth's magnetic
field is clearly seen. It should be noted the
high discrepancy between the predicted and
the in-flight values of the decay rate. In
fact, as shown in Figure 6, the estimate of
the Foucault parameter p through filtering
technics resulted 500 m+*Q mean, smailer than
the caiculated 1920 m*/Q from theory.
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The spacecraft residual magnetic moment is
also esumated by the attitude determination
procedures. In the Figure 7. the esumaied
magnetic moment of the satellite reflects the
coil acuvation when a manquver is performed.
The mean value or the residual magneuc
moment (when no manouver 1s on way) 1s around
-0.65 Am?, close to the -0.75 Am- measured
on-ground before launch.
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Figure 7: Magnetic moment estimation.
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Abstract

We describe the Mission mode attitude control of
the scientific argencine sateilite SAC-B. Based an the
mathematical model of the system, an LQR controiler
with integral action has been designed. Robustness
against parametric and dynamic uncertainty is eval-
uated. Performance is defined in terms of pointing ac-
curacy under sefs of perturbations and meastrement
noise, and evaluated by means of the singular value
plots. Several pointing maneuvers and failure condi-
tions are simulated and plotted.

Key words: Attitude control, optimal linear regulator,
robustness, flexible modes.

Introduction

SAC-B is the first scientific argentine satellite, de-
signed by CONAE and INVAP in a joint program with
NASA. The PDR and CDR meetings have been held
in december 1991 and april 1993 respectively. At this
time, the satellite is being constructed and tested. The
launch is scheduled in april 1995, Several scientific in-
struments will be carried, the circular orbit will have
an altitude of approximately 550 Km. and an inclina-
tion of 38°. This orbit has a 90 min. period with an
average eclipse of between 20 and 30 nunutes.

The objective of the Mission Maode is to maintain the
z axis of the satellite in a 3° circle, as required by the
Cosmic Unresolved X-ray Background Instrument us-
ing CCD’s (CUBIC). Due ta the specifications of the
Hard X-Ray Spectrometer (I1XRS) and SoXS, and for
minimum available power, the —z axis (normal to solar
panels) should point to the Sun within a 10° angle. Al-
though these requirements are not extremely precise,
the main objective in terms of analysis is to rely as
much as possible in analytical tools to support the con-
troller design. These analytical tools take into account
all perturbations on the systemn, measurement and esti-
mation errors in the atticude determinacion, modeiling

uncertainty and actuator errors. The errors, perturba-
tions and uncertainties are considered in a worst case
deterministic way, Therefore we consider all errors, per-
turbaticns and uncertainties as bounded signals, a re-
alistic consideration.

The attitude controiler has been defined with two
reaction wheels (RW) as actuators in the (z, z) plane,
and magnetic torque coils (MTC) for momentum un-
lvading and control in the y axis. The RW have a V
configuration, both forming a 10° angle with the - axis
(80* and 100° with z axis)®. They are both operated
at a nominal speed of 2500 rpm, which provides a mo-
mentum bias to the satellite. In this way we have rea-
sonable torques in both the z and z axes which will
basically rotate the satellite around the y and = axes
respectively, due to the gyroscopic stiffness effect. This
is necessary because the CUBIC experiment is located
in the x axis, therefore all maneuvers consist in rotat-
ing the y and = axes in a reasonable amount of time.

The sensors are triaxial magnetometers (TAM) and
a digital Sun sensor (DSS), providing two vectors from
which attitude can be determined.

We take into account the physical limitations on the
actuators (saturation, small angle between sun and
magnetic field), the measurement noises and errors as
well as the complete nonlinear behavior of the system,
although we design the concroller based on a linear
approximation. We munumze the use of simulations,
although they will serve as an essential alternative in
those cases where analytical methods become conser-
vative or are not available at all. We consider that this
approach will provide a usefull tool for analysis and de-
sign as well as a sensible balance between simulations
and conceptual analysis.

The main restrictions in the design are the following:

+ Small actuator torque in the lateral axes (z,y) due
to the magnetic coil limitation of 10 Am®, which
provides a maximum of 0.35- 10~* Nm for the best
orientation of B, against 15 - 10~* Nm from each
reaction wheel,

o [ligh error in the = axis quaternion due to the error
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Figure I: Attitude control elements of SAC-B.

in the magnetometer and magnetic field deternii-
nation.

¢ No angular velocity measurements.

Mathematical Model

A conceptual scheme of the sateilite can be seen in
figure 1. The mathematical model of the satellite has
been derived from the basic Newton-Euler dynamic
equations considering a rigid satellite body with two
reaction wheels tiited from the = axis by oy and —aa
¥ The inertial angular velocity of the satellite in body
axis is defined as W, = W. The dynamic equation is
the following:

W = 5 LW +J(W)+T,+To + T (1)

where J(W) = W x [+W represents the nonlinear
terms, [r the total inertia of the satellite and the
wheels, [, the satellite and transversal wheel inertia,
I, the satellite inertia, and L(f2) is a matrix which is
linear in Q (wheel velocities). The perturbation, wheels
and magnetic control torques are defined as 7}, 7}, and
T. respectively.

The equation for the angular velocities of both reac-

tion wheels is:
Q =sin(ay) 0 —cos(a,) ] ; 2
: = g 2
[ i ] [ sinfas) 0 -cos(az) | %
em(a“ niaa)
1 == Ginesk l::
o —ovrr——i——
sin(ay + a3) cos(ay) sinfory)
23 0 an a3
The attitude dynamics is represented in terms of the
quaternions corresponding to the rotation error be-

tween the desired attitude and the real one. The kine-
matic equation for the quaternions is the following:

. 1

g = 5(q0f+q'*)W=I‘,W (3)
1 Jo ~43 q2

e = 5| 8 o - (4)
-2 @0

B+ +anta=1 (5)

All the nonlinear dynamics have been taken into ac-
count. The magnetic, gravitational and aerodynamic
perturbations have been concentrated in vector T,. The
attitude and veloeity outputs are the Euler quaternions
(q) and the satellite angular velocity with respect to

an inertial frame, measured in body axes (W7 S w).
The g vector is computed from the solar and magnetic
sensors as measured in body axes, therefore we have
consiclered a computation error which is related to the
sensor measurement errors (see section ). We have also
estimated the angular velocity W through a nonlinear
observer and therefore we also consider an estimation
error (see section ).

Both actuators, the wheels (7,,) and the magnetic
coils (T¢) will also have errors. For simplicity these have
been also considered in T},.

Attitude Estimation

The quaternion vector is obtained from de attitude
matrix which is computed via the TRIAD algorithm®.
This matrix is obtained from the measurement of the
Sun (S) and magnetic field (B) vectors projected over
the satellite reference frame and the computed theoreti-
cal Sun and magnetic field vectors in inertial frame. We
also consider the desired reference frame C} as follows:

Ci = lel=Ch-C-Cy (6)
. a8y 5 .
e o= [ R B o] e
From simple calculations we obtain:

1

% = Ev"l+¢1|+cn+m (9)
€33 — 32

] = — 10

It o (10)
€31 — €13

[ = — 11

12 i (11)
€12 =&

T eem— 12
7 rr (12)

We have considered ¢ as the quaternion of the error
matrix, i.e. the rotation between the desired attitude
(d) and the “measured” one (s). This not only allows
the possibility of including both stabilization and atti-
tude maneuvers in the same algorithm, but also solves
the usual uncertainty in the sign of gg at a 180° rota-
tion. We define the sign of gg as positive, which will be
valid unless we have a 180* attitude error.

A nonlinear reduced order observer has been de-
signed, which uses the “measurements” of the quater-
nions (as computed from TRIAD) to derive a “mea-
sured” W and estimates the value of W from the dy-
namics. To this end, we consider the dynamic equations
which represent the quaternions of the attitude error
matrix and angular velocity error W, = W — Wy, being
Wy the desired velocity trajectory.
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W=IHLOQW + W)+ T, + T+ T (13)

g0 @t o4 gl
| o 1l ® -6 e |
72 2 93 o -n
q3 -4 qo
a
= Ti(qo, 0)W. (14)

From this last equation, and with T[Ty = $laxa, we
obtain

W, =4r'{[ “;P ] (15)

which we will use in order to compute IV frain “nwn-
sured” quaternions ({o, i)

- canatt 3 te) = qolle=1)
= +4rT sy Jolbe lolbe=)
W= We+dli(in i) [ 9lle) = qile-1)

We propose the [ollowing observer:

W = (14 (Lo(@)W + Jo(W) + T, + T
+K(W - W) (17)
W, = W-W, {18)

where [(/3))o, Lo, Jo] are the nominal values of these
functions and  the measured value of the wheel veloci-
ties. The observer gain i\ will be determined according
to the stability and estimation error analysis. The error
dynamics (e = W — W) is the following;

i = [U5))elol@) - K] e
+ (12 n@) = (g Ll W
i) = 5))e)Te
+ (11 000) = 51 du(D)]

+15)T, = Knw (19)
being nw the noise in the W measurement (i.e. ny =
W~ W) which is due to measurement errors in ¢ and to
the calculation of the difference instead of the deriva-
tive of ¢ in (16).

For simplicity, when the maneuvers slow down or the
steady state has been reached, the term J,(IV) may be
eliminated from the observer equations.

Control

A first approach is to reduce the nonlinear equations
in (1-3) according to the following assurnptions:

1. Identical reaction wheels in terms of inertia,
speeds and cant angles, 1.e [y =[x =[; (i=Ff,a
which holds for lateral and axial), Q, = (2 = Q
and oy = g = x respectively.

(16)

2. Principal axis of both, satellite and wheels.
3. Small angular inertial rates W, 1.e. J(W) — 0.
4. Small error angies, 1e. go— 1, ¢ —0,2=1,2.3.

From the above, we obtain the following uncoupled
set of linear equations, one for the lateral axis (z,y),
other for the longitudinal axis (). The states are the
yuaternions ¢ corresponding to the rotation matrix be-
tween desired and measured attitudes, the inertial an-
gular velocity error W, and the integral of the quater-
mion g, i.e. z = [ wE ¢F of ]T.

0 -/~ 0
ﬁ; 0 0 O3x3 Osxs
o= 0 0 0 z
@faxs Daxa Oaxs
U:‘iu:‘l f:‘x:l 03::3
BENIL L i)
(| S ol T,
-~ AR e T, (20)
03:’ J Tx
ﬂsxa
@ = [Oaxa faxa Oaxa ]z (21)
where we have defined:

& = U flcosa (22)
lee = dyiy +2pcos’ a (23)
lyy = Loa+2, (24)
Lz = lLas+ 2Ussin’a (25)

Model uncertaincy

For the linear model approximation, the uncertain-
ties can be separated in two different classes:

[. Parametric. These uncertainties will appear
when the first two assumptions are eliminated.
Therefore by considering different wheels, angles
and cross inertia terms, new elements will appear
in the linear model and there is no decoupiing be-
tween lateral and longitudinal axes.

2. Dynamic. This uncertainty comes from the fact
that only the rigid body model has been consid-
ered. If we take into account the flexible modes
which come from the solar panels, this is no longer
true.

Both have been analyzed n greater detail in the CDR
report®.

Design

We have designed a very simple optimal linear state
feedback controller F' for the nominal (uncoupled) sys-
tein described in (20)-(21), which includes integral ac-
ton. Although we assume perfect measurements in
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both cases, we analyze the controller in the case of
measurement errors. We also verily that the controller
torques do not exceed the actuators limits (magnetic
coils and reaction wheels) and follow Lhe tracking er-
ror. Finally a robustness analysis of the whole closed
loop system with modelling uncertainties and high fre-
quency unmodelled dynamics is performed. This is the
case of parametric uncertainty and flexible nodes com-
ing from the solar panels, respectively.

The LQR optimal controller minimizes the following
performance integral:

Joo WTOQwW () + 47 ()Qqu(t)
+ a7 (OQrar(t) + wT(ORu(t)] dt  (26)

The state and input weights are chosen according to
the particular relevance of the axis in consideration.
The CUBIC axis is the most important one in terms of
tracking error, therefore rotations around the y and
s axes should be significantly smaller, i.e. the state
weight should be higher for (y,:) than for r axis. In
terms of control, the y axis is the one with Lhe most re-
strictive actuator bound (magnetic coils), therefore the
control weight should be higher for this axis. Although
the reaction torques of both wheels actuate over r and
z, the first component is projected through an angle of
10%, therefore there is a significant difference between
these axes as well.

With this controller, the closed loop equations are
the following:

2(t) = Az(t) + Bu(t) (27)
q(t) = C=z(1) (28)
u(t) = =F[z(t) + n(t)] + T, (1) (29}

where n is the estimation error in W and the “measure-
ment” error in the quaternions, and matrices (A, B, C)
are obtained from (20)-(21).

For stability robustness we evaluate the complemen-
tary sensitivity function T(s). If the open loop trans-
fer function is L(s) = F(sI = A)~'B, then T(s) =
L(s)[I + L(s)]”", which has the following state space
representation:

T(s) = [.4-35"(&:]

For performance, the transfer functions to be ana-
lyzed are the ones which relate the output angular error
¢ and the control torque u with perturbation torques
and measurement errors, this is:

q(s) Lcai‘—g—} Ty(s)

+[ A—CBF —gr ]um

[A:BFIB ]7;-(‘]

+ [ A BF ‘_3}} n(#)

(30)

i

(31)

u(s)

LI}

(32)
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Figure 2: Closed loop poles of uncertain system.
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Figure 3: Robustness against dynamic uncertainty.

Analysis
Stability robustness

First we have evaluated the influence of structured
uncertainty in the parameters of the A and B matri-
ces of the model in (20), which result in a perturbed
coupled model (assumptions 1. and 2. of the linear ap-
proximation are no longer valid). The transformation
of this parametric uncertainty into unstructured dy-
namic uncertainty is excesively conservative. Therefore
we have plotted the closed loop poles of the uncertain
system (see figure 2). These values have been obtained
by studying the functional dependency of the charac-
teristic polynomial with the unknown parameters and
computing the roots of this polynomial over a grid of
values of the uncertain parameters, We have concluded
that the stability of the system is robust against this
type of uncertainty®.

In terms of stability robustness against dynamic un-
certainty due to the higher order flexible modes, we
have used the singular values 7 [T(x)Wa(w)]. The
weight W (s) has been defined as the uncertainty “dis-
tribution” of the solar panels as a function of frequency.
According to the robust stability equivalent condition®
IT(s)Wa(s)llee < 1, the plot in figure 3 verifies that
closed loop stability is robust against uncertain higher
order flexible modes, which come from the solar panels.
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Performance

We have defined performance in a worst case sense, as
rejection of sets of disturbances and perturbations. To
this end, we have plotted the maximum singular value
frequency responses of the transfer functions in (31)-
(32) (see figures 4 to 7). These represent the worst case
gains, considering all posible input vector direciions
and all possible input signal waveform. under the re-
striction of bounded energy. Because rotations around
y and = axes are more critical than the ounes around
the z axis due to the CUBIC experiment, we have sep-
arated the influence of T, and n over these two groups.
A worst case performance error can be obtained, by
considering torque perturbations and measurement er-
rors. Considering small angle errors, the rotation error
around each axis can be approximated as 30, = 2qy,
66, = 297 and 80, = 2q3. The total rotation error in
each axis which result from the singular value plots are
the following:

80,
6,

60 - [|Toll + l[nell + 6 - |l ||
22 - [T + [Imell + 21 - [jnwp]l,
(i=y2)

(33)
(34)

These equations give a good idea of how critical are

- ()
Figure T: Maximum singular value of [T,. ng, N | to u.

the perturbations and measurement/estimation errors.

L. The most critical is the angular measurement er-
rors ng, due to the fact that they have a 1 to |
relation with the final error and are of the order
of the desired attitude error®.

2. Il we assume the velocity estimation errors ny <
0.01 */s, their contribution in the attitude error
is in the order of 0.21° in (y,z), well below the
requirements.

3. Assuming maximum values of perturbations T, <
10~% Nm due to gravitational, magnetic and aero-
dynamic torques, the contribution in the attitude
error is in the order of 0.01° in (y,z) and 0.03°
in z, well below the requirements. As we have
mentioned before, the errors when applying the
control torques with both momentum wheels and
magnetic coils are also included in 7. This means
that these errors become relevant, because they
are multiplied by a factor of 22 in both critical
axes y and =,

Magnetic coils have a maximum possible torque
of 0.35 mNm for the best orientation of B. For
the momentum wheels, the misalignment error
(~ #0.35° around the nominal values ay = az =
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10*) produces a torque error in the order of 10~7
Nm. Instead, there is a great uncertainty compo-
nent due to the drag. The only available data'
is the maximum drag torque, which is in the or-
der of 10 mNm. Even if the error in the value of
the actual drag could be determined with a 10%
precision', we would still have a perturbing torque
of 1073Nm, two orders of magnitude above the
other perturbations. Therefore its influence in the
total error is in the order of 1*.

For this reason, an integrator has been included
which eliminates the static errors of the actuators,
in particular the wheels drag. Although the || - ||~
obtained from the singular value plot is still 22,
the low frequency singular value goes to zero, due
to the integral action,

A second alternative, which has also been ex-
plored, is to eliminate the uncertainty in the re-
action torques due to the drag. To this end. a
(software) velocity feedback has been unplemented
in both wheels, which counteracts the eifect of
this uncertainty. This speed contral 1s also used
starting up the wheels Lo nominal speed. imaintain-
ing them at constant speed when angle (8.5 €
[0,30°], or taking one wheel to 4300 rpm while
the other runs down at wheel failure mode. The
speed control is simply a constant plus integral
feedback®.

The conclusion of this analysis is the following. The
worst case perturbations torques and estimation er-
rors, all combined in the worst possible way (because
we have considered the transfer [unctions measured
by the peak value of their maximum singular value,
i.e. || - [los), with the worst possible sitnatiou, this is
8sp = 30° gives a very conservalive measure of per-
formance. This combination gives a target error rect-
angle of | (0.54°, 3.66°) | due to rotations around y and

z axes respectively. If instead we consider a stochastic
value for the errors and add them guadratically, sull
considering their worst possible combination and worst

le 8sg, we achieve a much smaller error rectangle
ofl(o.r,l.‘iﬁ‘” Still the actual error will be signifi-
cantly smaller, because very seldom we will have per-

turbations, estimation errors and fsp combined in the
worst possible way, Therefore, simulations should give
a smaller error, as will be verified in the next plots.

Although in this analysis we have made certain as-
sumptions which produce a linear model of the system,
certain nonlinear robustness analysis can also be made.
This analysis can be performed in certain cases, by
means of Lyapunov theory and also through a general-
ization of the small gain theorem®. In cases as the one
considered, where the control torques depend on the
Earth magnetic field, the complete analysis of robust
stability cannot be performed, and as a consequence,
the final test is made through simulations.
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Control Modes
The control equation is the following:

u(t) = Tu(t)+Tu(t)
= —[AW.(t)+ Faq(t) + Faqr(t)]  (35)
where the constant matrix F = [F; Fy F;] has been

designed using the linear approximation in (20)-(21).
According to different situations, we define the modes.
In each of these modes we decide how to distribute the
total control torque among the wheels (T, ) and the
maguetic coils (7). We should also decide the priori-
ties on pointing control, nutation damping, momentum
unloading and pointing maneuvers, as well as failure
mode and eclipse. These are explained in greater de-
tail next.

Pointing control & Maneuvers

As mentioned before, the controller feedbacks the
quaternions corresponding to the attitude error matrix
(% and the error angular velocity vector W, = W-W,.
Therefore we use the same algorithm in both, maneu-
vers and pointing steady state control.

Maneuvers consist in = axis =180" rotations and £5°
precession. In this last case, the torque T is made es-
sentially by the wheels, one of which should decrease
velocity while the other should increase it above the
nominal (2500 rpm). For a 53* maneuver this amount
to 3800 rpm for one wheel and 1200 for the other.

The procedure in these cases is to stabilize both ve-
locities at these values {(and not at the nominal) during
the whole observation period, while their speeds do not
fall out of the interval [1000,4000] rpm. In this way,
the return from the target to the nominal steady state
situation (= axis pointing to Sun) is performed basi-
cally with the wheel reaction torques and will return
both to approximately their nominal speed. Further-
more we save energy coming from the magnetic coils
and minimize possible torque perturbations during the
observation period, as will be explained next.

If instead we proceeded by forcing the wheels to their
nominal speeds after the maneuver, the coil actuators
would have to counteract the speed dispersion in both
wheels to return them to 2500 rpm, Furthermore, af-
ter the observation period to return the = axis towards
the Sun, the same desaturation procedure should be
performed again with the magnetic coils. In these sit-
unations the coils apply, during a long time, maximum
power Lo counteract this extra momentum, which also
may introduce extra torque perturbations into the sys-
tem.

Nutation damping
In the linear approximation design, we have con-
sidered a state feedback control which performs nuta-

tion damping, stabilization and maneuvers all together.
Furthermore, we have also considered uncertainty in



the parameters, which eliminates the assumption of
maneuver dynamics and lateral nutation decoupled, for
which the same controller performed efliciently. There-
fore there is no separation between nutation damping,
stabilization and tracking maneuvers.

Momentum unloading

Two procedures have been tested for momentum un-
loading and from both we have obtained satisfactory
results. The one which has been used is standard in at-
titude control*, and performs a continuous unioading.

Eclipse mode

During eclipse, we can decide to keep the last ob-
served Sun vector S* to form the TRIAD matrix or the
last momentum vector H? = [, W + Huheels

In the first case any control torque from coils or
wheels, as well as perturbations torques T, will produce
an attitude error due to the misleading S*. Assuming
a worst case sinusoidal 7,(t) of 10~ Nm amplitude
applied in z during a 30 minute eclipse, we obtain an
attitude error in the correct z direction, due to a ro-
tation around y, of approximately 0.16°. If we do not
apply wheel control torques during the eclipse, the =z
direction error is greater than 50°, due to a rotation
around the z axis.

The second option instead is sensitive only to ex-
ternal torques, i.e. T, and coils. This is so because the
wheel torques do not change the momentum vector H*.
Therefore we only consider the error of 0.16° due to
T, and do not apply any magnetic coil torques during
this mode. This does not affect the attitude, because
the coil torque along y gives rotations around z. This
is the option we have selected.

Low 855 angle mode

As we have mentioned in séction 2.1, the errors in-
crease significantly when the angle between vectors 5
and B are in the region [—30°,30°] and
[150%,210°). In fact the attitude error duplicates when
Osp = 30°. Therefore in these situations we do not ap-
ply any control which uses the TRIAD computation.
The wheels are stabilized at a constant speed, by using
the speed control mentioned in last section®.

We have analyzed a worst case group of orbits in
the sense of the angle 855. This case is when we ob-
tain the Earth magnetic vector, the radius vector of
the orbit, with respect to the center of the Earth, and
the Solar vector as close as possible. This happens in
the North hemisphere during summer, approximately
at june 2lst. We have simulated %14 hours around
this condition and obtained several situations in which
fsp € [150%,180°*]. The worst of these situations has

a 10 minute period. Therefore, we compute the influ-:

ence of a worst case sinusoidal magnetic perturbation
T, of 10™® Nmn amplitude and a 45 minute period. If
this torque is applied to the : axis (without control)
during the 10 minute period, it produces a 5° shift in
the CUBIC boresight axis (z). During these situations,

7000
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Figure 8: Desired quaternions.
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Figure 9: Desired angular velocities during the maneu-
ver.

the experiment should be cancelled, because there is no
way of measuring the attitude deviation without a sig-
nificant error.

Nevertheless, by simulations we can observe that we
can still control efficiently up to smaller angle intervals
((165°, 195°] and [—15°, 15°]), therefore this means that
the critical situation in which the control should be
turned off is reduced, which also reduces the attitude
error in those cases.

Simulations

A spacecraft simulator for design and analysis has
been programed in MatLab-386 which includes all the
satellite and wheels dynamics. Simplified perturba-
tions, measurement, estimation errors and model un-
certainty have also been included, as well as flexible
solar panel modes, and observer dynamics and control
strategies. A Simulator”, programed in Fortran, which
includes also the orbital and magnetic models, has been
used to simulate different maneuvers and events, as
well as failure modes. These simulations for a typical
maneuver can be seen in figures 8 to 13.
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Abstract

The first Brazilian satellite, the Data Collecting
Satellite (SCDI1) is a Low Earth Orbit spin
stabilized satellite for real time reception and
retransmission of data on the environment. The
SCDI, was launched in its 25 degree inclination
orbit at 750 km altitude in February 9th, 1993, by
a Pegasus launch vehicle.

This paper presents an evaluation of the in-
orbit performance of the SCD1 satellite based on
the analysis of its telemetry which has been
recorded since the first orbit. An analysis of the
SCD1 performance in its first year of operation
shows that the satellite design lifetime of one year
can be extended by at least one year.

Introduction

The SCDI1 satellite is dedicated to the
collection and distribution of environmental data
emitted by Data Collecting Platforms (DCP's)
distributed over Brazilian territory. The DCP's
are small automatic, unattended earth stations
which collect weather and other local
environmental data for transmission in short
intermittent bursts, with an average repetition
period of two minutes. During a satellite pass in
which it is visible both from a certain DCP and
from the Cuiaba Tracking Station, the data emitted
by that DCP are relayed by the satellite and
received in Cuiaba. Up to 500 DCP's can be set in
operation, at arbitrary locations, over the Brazilian
territory. The system is designed so that any DCP
has probability greater than 70% of being acquired
at least once a day.

Power supply subsystem

The SCD1 power supply subsystem consists of
a solar array, a battery, a power conditioning unit
(PCU), DC/DC converters and a power
distribution unit (PDU). The PCU controls the
solar array voltage and supplies primary electrical
power to the spacecraft loads and for battery
charge during illuminated periods of the orbits.
During eclipse, a nickel-cadmium battery (16 cells
of 8-Ah nominal capacity) supplies secondary
electrical power to the spacecraft via a discharge
controller. DC/DC converters convert the main
bus voltage into the secondary regulated bus
voltages. The power distribution is done by the
PDU.

The power supply subsystem has shown an
excellent performance since the launching. No
equipment failure has occurred and redundant
equipment are available for use. The solar array is
exhibiting lower degradation than predicted and
after one year in orbit it is generating 90 W, a
power 10% greater than anticipated. This
generated power is enough to supply energy to the
spacecraft loads and to complete the charge of the
battery 25 minutes before the end of the
illuminated orbit period. One of the reasons for
this better performance of the solar array was the
delay of the launch date by 3 years, thus avoiding
the maximum solar activity of 1990. The battery is
also operating in excellent conditions: the
maximum DOD is less than 15%; the temperature
of the battery is stable and around 16° C; the
battery end-of-discharge voltage is stable and
around 19.5 V (1.22 V/cell).
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Attitude control subsystem

The SCDI is spin stabilized, its initial rotation
of 120 rpm being imparted by the launcher. The
attitude determination (spin axis orientation and
spin velocity) is done using data of sun and
magnetic sensors. The attitude control subsystem
is also equipped with a nutation damper and a
magnetic torque coil that is used in spin axis
reorientation maneuvers.

The main requirement related to the attitude
control is that, due to power and thermal
constraints, the satellite must be oriented such as
to keep the sun aspect angle (angle between the
spin axis and the direction of the sun, as shown in
Figure 1) below 90 degrees. In order to avoid
maneuvers in the beginning of the satellite life, the
SCD1 attitude at the injection and its magnetic
moment were set to specific values. The first
attitude maneuver was made after 35 days in orbit
and proved the good performance of the magnetic
torquer and the ground attitude estimation
software. After this first maneuver, frequent
maneuvers have been performed to keep the sun
aspect angle at a value between 70 and 90 degrees,
that is very favorable attitude regarding power and
thermal aspects. The evolution of the sun aspect
angle is depicted in figure 2 that shows the effect
of the attitude maneuvers.
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Fig. 1 - Sun aspect angle
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Fig. 2 - Sun aspect angle evolution

The SCD1 has no means to control its spin
velocity, so the spin velocity will decrease
gradually up to a value ( < 10 rpm) for which the
satellite stabilization will be lost. Figure 3 shows
the evolution of spin rate since the launching. The
approximately exponential decay of the spin rate is
occurnng at a rate significantly smaller than
estimated before the launching. It will take more
than one year for the spin rate to reach half of its
initial value. The onginal calculation estimated a
half-life of approximately 110 days.
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Fig. 3 - Spin rate evolution
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Service telecommunications (TMTC) and
onboard supervision (OBS) subsystems

The TMTC and OBS subsystems are composed
by S-band antennas, transponders, TC decoder,
TM encoder and a onboard computer. These
subsystems establish communication between the
ground segment and the satellite and perform the
telemetry, telecommand and ranging functions.

In order to assure a good communication
performance a safe design margin of 10 dB was
set for all the communication links berween the
satellite and the Earth stations. Nevertheless, some
loss of communication was expected when the
stations are in the satellite “blind zone” (a region
within + 10 degrees from satellite the equator)
caused by to interference between two antennas
using the same polarization. In practice the loss of
communication has been less severe than expected.
No tracking loss or TC carrier loss were reported
in the “blind zones”. Telemetry data losses have
been reported only for angles within + 3 degrees
from the satellite equator.

The experimental computer composed of a
Communication and Processing Unit (UPC) and of
a Distributed Processing and Communication Unit

(UPD/C) acquires telemetry data when the
spacecraft is not in visibility of the stations and
distributes time-tagged commands. An error in the
onboard software was causing the UPC to reset
few days after being loaded. The problem was
identified, the software repaired and both units are
operating faultless since then.

Thermal control subsystem

The thermal control of the spacecraft is
achieved using passive means: selective painting
and coating of the interior surfaces and electronic
boxes and control of the heat conduction paths.
The disposal of the excess heat is done through the
boftom panel which is the only one that is not
covered with solar cells.

Telemetry data has shown a verv good
correlation between the temperatures predicted in
the SCD! thermal model and the actual in orbit
temperatures and show good temperature margins
for all equipment of the satellite. Figures 4 shows
the predicted values, the actual values and the
margins of equipment temperatures.

EQUIPMENT v
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Fig. 4 - SCD1 temperatures
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Solar cell experiment

The solar cell experiment comprises a small
solar array, made by cells manufactured in Brazil,
attached to one of the spacecraft lateral panels. Its
purpose is to assess the performance of the
Brazilian solar cells in the space environment. The
cells are working well and after one year in orbit
they have not shown any observable degradation.

Data Collecting Payload

The data collecting payload receives Data
Collecting Platforms (DCPs) signals in the UHF
band and transmits these signais to the ground,
phase-modulated in a S-Band carrier. The Cuiaba
station receives and demodulates the DCP signals
and send then to the Mission Center (Cachoeira
Paulista), which disseminates the data to the users.

The SCDI is relaying DCP signals regularly
since march 93 and complies with the requirement
of at least one data reception each day for DCPs in
Brazilian territory. Figure 5 shows the
performance of the system for several locations. It
is interesting to notice that the number of
receptions in Manaus is less than in Atol das
Rocas although Manaus is closer to Cuiaba than
Atol das Rocas. This happens because the DCP in
Manaus is surrounded by high trees that impair the
signal transmission. The data collecting
performance can be improved by installing a
second PCD receiver in the Alcantara station,
located in northeast Brazil.

Messages per duy
L]

Manaus (AM) Cussbd (MT) Barrerus (BA)
Atol des Rocas (RN) Fortalezs (CE)

Fig. 5 - Data collecting system performance

Lifetime prediction

The SCDI has already accomplished its
mission, during its onginal design lifetime of one
year, with excellent performance. Its is possible
now to predict with great confidence that the
SCDI lifeume will be extended one more year
based on the following facts:

« As of today, the SCD| has been operating
uninterruptedly in orbit with no registered
equipment failure. In fact, no redundant
equipment has come yet into operation.

« Equipment that are subject to wear-out such as
the battery and the solar arrays are in excellent
conditions and have not shown any significant
degradation.

e Attitude maneuvers keep the sun aspect angle
near 90 degrees. This attitude will provide a
very comfortable temperature range for all the
equipment, thus extending the components
lifetime.

e An estimation of the spin rate decay shows
that the attitude stabilization 1s well
guaranteed for at least one more year,

Conclusion

After one vyear in orbit, the SCDl has
completed over 5000 orbits around the Earth and
its carrying out its environmental data collecting
mission with excellent performance. An updated
prediction shows that the original planned lifetime
of one year can be extended for one year more and
that the SCD1 will continue to operate to close the
gap until the SCD2 is launched, nominally in the
beginning of 1995
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Abstract

Nonlinear design procedures are presented for ob-
taining attitude and angular momentum control laws
for a rigid satellite. Besides the gravitational torque, a
drag torque is supposed to be applied to the satellite.
By making use of physical and mathematical consider-
ations, a Liapunov function is proposed that leads to a
asymptotically stable attitude control law. The prob-
lem of identifying some parameters related to the drag
torque is also dealt by adding new terms to the pro-
posed Liapunov function. A mechanism for adjusting
the parameters on line is obtained by forcing a condi-
tion in the time derivative of the modified Liapunov
function that will imply stability for the whole sys-
tem. Both types of controllers .will be valid for large
angular displacements and can be easily implemented,
competing sucessfully with the usual algorithms based
on linear control techniques.

Key words: Satellite Control, Liapunov Function,
Adaptive Systems.

Introduction

Usually the design of a satellite attitude control sys-
tem is based on a linearized model valid only for the
region around the desired equilibrium point. In order
to avoid this limitation some procedures have been pro-
posed taking into account the nonlinear nature of the
problem. Vadali and Oh' have used Liapunov functions
for obtaining attitude and momentum control laws for
the space station.

The purpose of this paper is to extend some results
of their work for the case when the satellite is also
subjected to a drag torque besides the gravity gradi-
ent torque. An adaptive procedure is also developed in
order to adjust the parameters of the controller that

depend on the satellite configuration and on the envi-
ronment through which the satellite is travelling.

Description of the satellite and its environment

The sateilite to be modelled will be considered as a
rigid body. [ts attitude will be controlled by the use of
three wheels, one for each principal axis. The principal
axes of inertia will be called respectively roll, pitch and
yaw axes and the moments of inertia with respect to
these axes will be denoted by I, I3, I3, respectively.
The moments of inertia of the three wheels about their
simmetry axes will be called J;, J;, J3 for the roll,
pitch and yaw wheels. Using the approach proposed by
Hughes?, the satellite dynamics can be modelled by the
equations:

h= —w*(lw+JQ)+¢ (1)
P.:.. =u (2)
C = —(w-wy)*C (3)

where h is the satellite absolute angular momentum
with respect to the center of mass, = diag{I, I, 3},
w is the angular velocity of the satellite with respect
to the reference frame solidary to the satellite body
whose origin is the satellite center of mass and has
the axes aligned with the principal axes of inertia,
J = diag{Jy,J2, 5}, O = (nllnhﬂl‘}rl where 0;,
i=1, 2, 3, is the angular velocity of the i wheel with
respect to the satellite body, h, is the vector whose
components are the values of the wheel angular mo-
menta along their motor spin axes, G is the external
torque being applied to the satellite, u is the vector of
the axial torques being applied to each wheel rotor, C
is the direction cosine matrix between the orbital frame
and the reference frame solidary to the satellite body,
wy = —ncy, where n is the satellite orbital rate and
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¢y is the second column of C, and w* is the angular
velocity cross product operator defined as

0 —wa wa
wX = Wy 0 —w (4)
—wa wy 0
Since
h=Iw+J0 ()
he = J(w +0) (6)

one obtains:

(=T =—w*[(I-J)w+hg] +G~u (7)

Defining I — J = I, the above equations can be
rewritten as:

ro=-w*l'w+hy] +6 ~u (8)
by = u (9)
¢ = —(w—-wy)*C (10)

The external torques to be considered will be the grav-
itational torque T and an aerodynamic torque T,. So:

G=T+T, (11)
T = 3n’cilcs (12)
T, = paVAApci Vi (13)

where n is the satellite circular orbital rate, c3 is the
third column of C, the direction cosine matrix between
the orbital frame and the reference frame solidary to
the satellite body, p, is the atmospheric density, Vg
is the modulus of the velocity of the local atmosphere
with respect to the surface of the satellite, A, is the
total projected area, c, is the coordinate of the centre
of pressure with respect to the solidary frame and Va
is the direction cosine vector of the velocity of the lo-
cal atmosphere with respect to the solidary reference
frame.

For simplicity, a = ps Vi, Vr = Cug, where vp is
the direction cosines of the velocity of the local atmo-
sphere with respect to the orbital frame. Se it can be
written:

T, = acyCug (14)

The kinetic energy of the whole system is given by:

P %ufm - %nrm+nfm (15)
and its derivative by:
T=¢Tw+dTQ (186)
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Torque equilibria

The purpose of the attitude control system should
be to achieve LVLH (local vertical, local horizontal)
orientation so the unitary vector in the roll direction
should point along the local horizontal (velocity vec-
tor), the unitary vector in the pitch direction should
point along the orbit normal, and the unitary vector
in yaw direction should point along the local vertical.
Defining:

(17)

wy = Cwy = —ney

(3

where wy is the velocity of the orbital reference frame
in its own coordinates, c; is the second column of C,
the following conditions should be met for w = 0:

(18)

wilwy +wfJQ —3n’cilcs — acyCup + u = 0(19)

Imposing the condition:

u=ac,Cvr —wyJN (20)
one obtains from equation (19) the condition:
3n?cXIcy — U?IU! =0 (21)

The above condition implies that the solidary refer-
ence frame will be aligned with the LVLH orientation>.
The matrix C will be an identity matrix and w; will be
equal to wg. Under this condition equation (20) reduces
to:

u = acjvp — w0 (22)
or
N = acyvp — wyJ0 (23)

So in order to align the satellite with the LVLH ori-
entation, the control torque that should be applied to
each wheel rotor will correspond to the coordinates of
the vector u given in equation (22).

Attitude control law design

The aim of an attitude controller for a satellite
should be to keep the satellite aligned with the LVLH
orientation and, at the same time, to restrain the wheel
momenta to become unbounded. Since a nonlinear con-
troller is being search to comply to these conditions
and one way of obtaining them is through the use of
the Liapunov second method, a natural candidate for
a Liapunov function should be the Hamiltonian for the




system composed of the satellite body plus wheels. This
function is given by:

o Q+%(u—w!)7‘f’(w—u;)

+%(w +0-wy)TJ(w+ 02— wy) (24)

where the attitude dependente dynamic potential &
is given by:

2 w3 ey %n’{ar, - L) (25)

3
L 2 Eu’c{ka oy

The above function is locally positive definite
(around the equilibrium point w = wy, C equals to
the identity matrix) only if the moments of inertia sat-
isfy the gravity gradient stability conditions, ® > 0. In
terms of the principal moments of inertia, this condi-
tion implies I; > I} > I5. For dealing with the design
of controllers, a modified Hamiltonian should be con-
structed:

L- & ‘b+%(w—w!)rf'(w—-w!)

+L2‘{w —wy+0-J""'ys
(w=—wy+0-J""y) (26)

where the scalar k; should be greater than zero and
the auxiliary variable y is defined by the equation:
¥ =ac,Cvg - *JQ (27)

Taking the derivative of L with respect to time and
rearranging terms, it is obtained:

L = [(ky=1)(w=wy)+k(0—T"'yT
(v =Ty +w*JQ~ Juy) (28)
where it was used the facts that:
® = (w—w)"(-T +w}lwy) (29)

and
(w=wy)T(~w* Tw=10y) = (w—wy)" (-} Twy)(30)
Choosing the control law specified by:
u=To—w*I0+Jdy—D(w—wy )-K(Q-J"y)(31)

with D = (ky — 1)Q and K = k,Q,where Q is a posi-
tive definite matrix and substituting it in equation (28)
gives the following expression:
L = —[(ky=1)w—-wy)+k(-7"y]"Q
[(ky = 1)(w —wy) + ky(R-T7"y)]  (32)

So L is non posite definite and the system is Liapunov
stable. To prove asymptotic stability, the condition:

(ki = 1)(w = wy) + k(R = 7'y =0 (33)
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should be examined. With this in mind, one can use
condition (31), together with equations (6), (9) and
(27) to get the equalities below for the trajectories sat-
isfying (33):

w = r..':! (34)

f1=J""y (35)
Since

wy = —wxu! (38)

75 w)=w'w (37)

condition (34) implies w is constant and w = 0. So
equation (8) gives the identity below for points in the
trajectories:

0=-w*lw+T (38)

This equality can be only satisfied at the equilibrium
point. Therefore L = 0 occurs only for w = wy and C
equals to the identity matrix. So the following condi-
tions are going to be valid:

'ii_::jnw = wy (39)
ll_l_:g y=17J9 (40)

The vector of torques that should be applied to the
wheels at steady state should satisfy the equation:

%= acsvg —waJN

» (41)

Adaptive redesign of the attitude control law

The control law just proposed suffers from the
drawback that the parameters related to the aerody-
namic torque are not well known. To deal with this
problem a redesign of the controller just obtained is
needed. To simplify the problem the local atmosphere
wil be supposed to be movingin the roll direction, what
is the usual case. With this hypothesis, vg = (1,0,0)7
and the torque T, can be rewritien as:

acjCup = —aclec, = —c}d,

where ¢, is the first column of the matrix C and d, =
acy.

If dy is an estimate of the vector d,, , one can proposed
the modified Liapunov function L,, in order to try to
identify this parameter on line:

(42)

P+ %{N -w,)"I‘(w —wy)

Lo 2=
+h?l(u-td! +n-.f"'y..)rf
(@ —wy+ 0= T y)

+37(84)7(8dy) (43)



where Ad, = d, — d, and:
Ym = —ctdy —w*JIQ (44)

Taking the derivative with respect to time, one finds
after some rearrangements and cancellations the fol-
lowing expression:

: d
Lm = (w-wy)Tclad, +7{Ad,}7(5ad,)
[(s = 1)(w = wyp) + k(2 = T 'y )]

(w+ cfdp +0*IQ = Jay) (45)
Using the control law:
% = —cfai, - XN+ Juy
~D(w —wy) = K(Q =T ' ym) (48)
and imposing:
d 1 %
d‘&dp—~:!(u—w;] ¢l (47)
The expression for L, reduces to:
b = (k=) =wp) + (@ = T )]
Qks — 1)(w - wy) +
k(0= I ym)) (48)
Since d, is constant
d d .
7o =

and, using equation (47), the estimate for d;, can be
obtained by:
&4 o vl T
G = 3w (49)
The expression (48) shows that Lm < 0, consequently
one should look the case

(ky = 1)(w = wf) + ky(A = T 'y) = 0.

Using the same procedure as before, it is possible to
show that @ = wy, 1 = J~ly, & = 0. The difference
now is that equation (8) gives the following condition
for the trajectories:

0=-w*lw+ T +cfAd, (50)

The equation above can be satisfied outside the equi-

librium point. It will mean that the satellite can align

itself with a direction that it is fixed with the orbital

reference frame, but different from the desired one.
Using the fact that:

¢y = —(w —-.w;)‘q (51)
equation(49) can be rewritien:

[ P

E;d’ = ;Cl {52)

d‘p =§+ cy
where § is a constant vector corresponding to the
difference between the parameter initial guess and the
initial position of ¢;. Using this result in equation (8),
one obtains:
0=—wlw+T+c(é - dp) (53)

So the error of the alignment will be function of the pre-
cision the coordinate of the center of pressure is known
at the beginning of the process of controlling the satel-
lite and thers is no improvement during the attitude
control process. In order to change this, a new Lia-
punoy function should be constructed and a new con-
troller should be designed. Consider a modified func-
tion Ly,:

Lo = (k+1)8+ 5(0—w)T T (w-wy)

1

+§(w +Q—wy - I ) T ol(k + 1)77

—gkI"J)(w + 0 =wy = I 'yn)

Fw+R—wy =T ym) gk I
1

(w—wy)+ E(Ad,)rl"{ Ady) (54)

where k and g are positive constants and the condition,
gk < -,L, ensures local positive definiteness of L,. The
derivative of this function is:

Ly = [(T+gkJ)(w—wy)+gk(JO—ym)]”

Ad, + () TT( 5 Ad)

+(T = 97)(w = wp) - 9(IN = ym)]T

[—k(T - w*Iw — Iiy) + (gkI” - I)

(v = Juy +w*IN + cldy)) (55)
where I corresponds to the identity matrix. Imposing:
Juy = w*I0 = Ndy + (ghI” - I)~!

(*(T = w*lw - Iiy) - D(T - ¢J)

. =

(w—wy)—gD(IR — ym)] (68)
%J, = =TT+ gkd)(w = wy)
+gk(J0 — ym) es (87)

the value of L, becomes:
Ly = -[T-gl)w-w)-g(I0 = ym)]”
D((T - gJ)(w —wy) — g(JQ — ym)] (58)
To ensure the proper momentum menagement for the

system the control law just designed must be modified.
With this purpose a new variable should be defined:

—kI"(w —wy) + [~ (k+ 1)T + gkl”]
[J(w+9) = Jws ~ ym]
+fD[(T—9-’)(w -wy)

—9(JQ = ym)]dt

(69)
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The momentum manager is obtained by using a con-
troller satisfying the following equation:
z=-Kpz (60)
where K2 > 0. With this constraint the final control
law is given by:
v = Jdy -0 -cld, + (gkl” -Z)7!
(T = w*Iw — Iiy) — D(T - gJ)

(w—wy) - gD(JIQ ~ym) - K22  (61)
The estimation variable d;, should satisfy:
icip = - Nw —wy) e (62)

dt

So,as in the previous design, f,,, < 0, the system is sta-
ble, and , for assuring asymptocal stability, one should
examine the trajectories for which:
(Z-g))(w-wy)—g(JR—ym) =0 (63)
z2=0 (64)

It can be shown the above conditions imply:

w = constani
w=w I
d-, = constiant

So for the trajectories satisfying (62) and (63) it is
possible that the satellite attitude wil not follow the or-
bital reference frame. It may occur an alignment error
given by the following equation:

(T = b(ghI" = I)~')(T - w*Lw)
+C§P-‘C| + Cf&

0 =
(85)

where § is a vector depending on the inicial value given
to the estimate and the initial value of ¢;.

Conclusions

Some methods of obtaining attitude and angular mo-
mentum control laws using Liapunov functions were
presented. It was shown that when the aerodynamic
disturbance is exactly known it is possible to find a con-
troller that keeps the satellite aligned with the orbital
reference frame. In the case one is uncertain about the
disturbance, an adaptive procedure can be tried, but
the stronger results obtained earlier are not met. The
reason for this behaviour lies in the fact long known
that in order to identify the control objective shounld be
relaxed and one should let the system be driven by sig-
nals that are able to excite its complete dynamics. So,

since the main interest consists in controlling the atti-
tude and momentum of the satellite, ones has to be sat-
isfied with procedures that do not estimate the involved
parameters completely and keep the satellite attitude
close to the desired one, in some kind of compromise
between the two objectives. Simulations for comparing
various algorithms should be performed, but unhappily
it was not possible to present in this paper.
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Abstract

The SAX (X-ray Astronomy Satellite) mission, sponsored by

the Italian Space Agency (ASI), aims to carry out systematic
and comprehensive observations of celestial X-ray sources,
using both Narrow Field Instnunents (NFI) and Wide Field
Cameras (WFC). The spacecralt is three-axis stabilized, using
Reaction Wheels System (RWS) as actuaters and Gyros
(GYRs) and Star Trackers (STRs) as main sensors.
The paper describes the Attitude and Orbit Control Ground
Support System (AOCGSS) which is being developed o
support the on ground operations of the SAX AOCS and which
will be integrated in the SAX Operations Control Centre
(OCC). The main tasks of this software include computation of
aftitude manoceuvres, attitude reconstruction and sensor
calibration. A high precision arttitude determination soitware
shall also be described; this module, based on the Kalman
filtering technique, uses the measurements coming from STRs
and GYRs. The latter replace the state dynamics model in the
filter, and will be run oif-line as a post facto activity. The
internal and external interfaces with the other software systems
installed at OCC are highlighted, together with all operational
constraints which rule the proper working of the software.
Testing activities for software validation are described briefly
with reference to the availability and use of the SAX Simulator
(SAXSIM), developed in the (ramework of the same project.

Key words: SAX, AOCS Ground Support, Attitude
Determination, Kalman Filter, Star Tracker, Sensors
Calibrations, SAXSIM.

Introduction

The SAX spacecraft is a three-axis stabilized satellite whose
objectives are to perform systematic and comprehensive
observation of celestial X-ray sources over the 0.1 to 300 keV
energy range. The following payload instruments are mounted
on-board:

* Low Energy Concentrator Spectrometer (LECS) covening the

0.1 - 10 keV range with a field of view (FOV) of 40 arcmin;
* Medium Energy Concentrator Spectrometer (MECS) covering

the 1.3 - 10 keV range having a FOV of 30 arcmin;

* High Pressure Concentrator Proportional Counter (HP-GSPC)
covering the 3.5 - 120 keV range having a FOV of 1,1
degrees;,

* Phoswich Detector System (PDS) covering the 15 - 300 keV
range having a FOV of 1.5 degrees;

* Two Wide Field Cameras (WFC) covering the 2 - 30 keV
range having a FOV of 20x20 degrees.

The NFI have the boresight directed as the satellite Z axis
whereas the WFCs are mounted along the +Y and -Y satellite
axes (see Fig.1).

SAX 1s a joint program of the Italian Space Agency and the
Dutch Government. The satellite main contractor is the [talian
company ALENIA SPAZIO (Tunn). The Netherlands provides
a number of Government Fumished Equpment (GFE),
specifically LECS and WFC, and the AOCS, developed by
FOKKER Space and Systems as an ALENIA subcontractor.
TELESPAZIO is responsible for the development of the
Ground Support System (GSS). In particular, the following
subsystems are being implemented: TT&C Ground Station,
STation Computer (STC), Data Relay System (DRS),
Operations Control Centre (OCC) Scientific Data Centre
(SDC), SAX SIMulator (SAXSDM). SAX will be launched by
the end of 1995 with an Atlas Centaur vehicle into a near
circular orbit at 600 Km altitude with an inclination of less
than 5 degrees. It will have a lifetime of at least two years.
Shouid the satellite aititude fall below 450km due to the
atmosphenic drag, it will be possible to perform Deita-V
manoeuvres using the Reaction Control Subsystem (RCS). This
consists of twelve 10N thrusters (two branches of 6 thrusters).
The total SAX mass at launch will be about 1400 Kg,
propellant included. The RCS will also be used in case of
contingency of the launcher third stage to reach an altitude
close to the nominal one.

The SAX Ground Station will be placed in Singapore and
connected via [nteisat Business Service (IBS) to OCC and
SDC located in Rome. Ground/SAX contact will last a
minimum of 10 minutes at 600 Km in a 97 minute orbit. Data
collected dunng the non visibility period are stored on the on-
board tape recorder and sent to the ground station during each
passage at a HBR (High Bit Rate) of 1.2 Mbit/s together with
real time (elemetry.
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SAX Attitude and Orbit
Control Subsystem (AOCS)'

The AOCS is a modular subsystem consisting of a number of
units which communicate wath the Attitude Control Computer
(ACC) via a redundant digital senal MACS-bus. The SAX
attitude is always constrained to remain within one of the two
Pointing Domains: the Default Pointing Domain, defined by the
constraint of keeping the +X satellite axis within 30° from the
sun-vector (0<SAA<30°), and the Extended Pointing Domain
in which the angle can be relaxed to 45° and the sun is
constrained in the XY plane (0SSAA<S45°, SIA=90° see Fig.2).
The pointing domain is selected depending on whether NFI or
'WFC operations are performed; both are necessary in order to
guarantee the required power generation from the Solar Array
Subsystem (SAS) to avoid sun impingement ol the NFIs FOV.
The AOCS is designed to autonomously obtain and keep a safe
attitude and to support scientific observations by using
safeguards which ensure the detection of errors and a proper
unit reconfiguration. It will be capable of pointing the Z-axis
within an Absolute Pointing Error (APE) of 1.5 arcmun and the
Y-axis within an APE of 16.5 arcmin with a rate limit of 40
arcsec/sec. The accuracy required [or the post facto attitude
solution, obtained on ground using data coming from GYRs and
STRs, is defined by an Absolute Measurements Accuracy
{AMA) of 0.5 arcmin; this means that for each axis the error
between the actual and the measured directions shall be less
than 0.5 arcmin.

AOCS Units

The AOCS consists of the following units, through which full
redundancy shall be provided for all essential functions:

* ACC, composed of two identical computers each connected (o
a dedicated MACS-bus;

= Power Distribution Unit (PDU) (internal redundancy),

= Two Sun Acquisition Sensors (SAS) composed of 8 Sun
Presence Indicators (SPIs) redunded along both the +X and
-X axis direction; one Quadrant Sun Sensor (QSS) only
present on +X side. These sensors are used both duning the
first sun acquisition and to keep the sun in the active pointing
domain during attitude slews;

* Monitoring and Reconfiguration Unit (MRU) containing the
subsystem watchdog and two set of electronics to process the
signals coming from the two SASs;

* Four Rate Integrating Gyroscopes (GYR) in an all-skewed
configuration for three out of four hot redundancy, they can
operate in two internal modes, coarse and [ine, measuring
angular change during the AOCS cycle (0.5 sec) respectively
in the ranges £1.25°/sec and +0.36°/sec.

» Three STRs (-X, +Y, +Z); two out of three STRs provide
accurate pointing capability. Availability of the STRs
depends on their health and on the attitude relative to the
Earth, Moon and some Bright Objects;,

* Four Reaction Wheels (RWL) in an all-skewed confi gumuau
for three out of four cold redundancy. Each RWL stores up to

20Nms of angular momentum and provides a torque up to 0.2
N,

* Three Magnetic Torquers (MTR) along the X, Y and Z axes.
They will be used for momentum unloading and provide a
magnetic moment of 100 £ 10 Am?.

» Two Magnetometers (MGM) used either in attitude
acquisition atter SAX-launcher separation or during the RWL
unloading; they provide the measurement of the Earth
Magnetic Field (EMF) vector along the spacecraft axes in the
range of =50 uT with a resolution of 0.5 uT,

The two ACC computers consist of an 80C86 microprocessor
supplemented with the 8087 co-processor to achieve the
required performance. Each one contains both Basic Software
(BSW) and Application Software (ASW). The first one
provides the real time executive, performs ASW tasks
scheduling and execution, their synchronisation and timing, and
controls of the ACC interface with the external device (e.g.
MACS-bus and OBDH). The ASW consists of the amtitude
control tasks which are responsible for the sensors data
processing, control laws execution and actuators commanding.
In order to separate the aspects of autonomous actions and
ground commanded operations, the ASW is divided in two
blocks, BAC-ASW and EAC-ASW. BAC ASW aums for
robusmess and safety and deals with automatic uutialization
atter power up, autonomous attitude acquisition using direct
measurement of local sun vector and the EMF, safe-keeping,
housekeeping telemetry (HKTLM) generation, telecommands
processing and redundancy management for all units essential
for safe-keeping attitude control. The EAC-ASW is responsible
for the inertial attitude control wath full pointing performance
during science operations, support to the attitude and orbital
manoeuvres, comprehensive telemetry production and full AOP
handling.

The STRs are the maiwn attitude sensors, two of which are used
during scientific observations in order to reach the required
pointing accuracy. The detector of the STR sensor is a CCD
with 384x288 pixels, each of them having 39.5 arcsec of
dimension, thus providing a total FOV of 4°x3°. The STR is
able to detect each star having visual magnitude, my, in the
range [2,8] and to track five stars simultaneously. The
Elementary Search Window (ESW), the maximum window that
the STR can use for star search, has 62x46 pixels dimension.
STR accuracies are 5.7 arcsec in position and from 0.2 to 0.62
mys in mognitude depending on the star class. The STR
electronics are microprocessor-based and contain the software
for sensor data processing and drives the STR operating modes
executing the relevant tasks. The AOCS EAC-ASW uses the
STR to track one star at a lime; moreover it uses the following
STR modes: stand-by, search/track, mapping.

AOCS Operating Modes

According to SAX mission requirements, the AOCS operates
in the following modes:
* BAC modes;

Initialization Mode (IM)

Acquisition Mode BAC (AM-BAC)

109



» EAC modes:

Acquisition Mode EAC (AM-EAC)

Default Pointing Mode (DPM)

Science Pointing Mode (SPM)

Deita-V Mode (DVM)

Slow Scan Mode (SSM)
Mode transitions are implemented as shown in Fig.3.
IM performs hardware and software initialization in order to
prepare the AOCS units for BAC, to start communication with
the OBDH and to perform autonomous transition to AM-BAC.
AM-BAC brings the satellite to a sale attitude from a wide
range of possible initial conditions. Its target is to pomnt the X
satellite axis to the Sun and put the EMF vector in the XZ
plane, Z pointing North. It is able to absorb o worst case
angular velocity (0.84°/sec) caused by the SAX-launcher
separation. When this mode enters for the first time, the
satellite attitude w.rit. the inertial frame used during the
operations is not known on-board.
AM-EAC performs the same functions of AM-BAC and the
EAC initializations including, through two dedicated ground
commands, the upload of the attitude quaternion and Sun
vector in the inertial frame.
DEM points the Z sateilite axis to a defauit guide star (Polaris),
whose coordinates and brightness are read (romn the on-board
database, and keeps the sun vector in the XZ plane. This
attitude is accurately and autonomously determined using the
on-board maintained sun vector and the default guide star data;
the Science Pointing can be started from this mode.
SPM performs scientific observations of up to 107 sec., by
pointing the instrument fundamental axis towards any target in
the active pointing domain, using the data contained in the SP
AOP (target attitude quaternion and STRs data). This mode is
also used to achieve the proper attitude before SSM and DVYM.
SSM is used for calibration of scienufic instruments by
performing a rotation, at constant fate, of the sateilite about a
predefined axis by using data contained in the SS AOP (imitial
target attitude quaternion and rotation quaternion).
DVM is used for orbital manceuvres using the RCS and
starting from an aftitude characterised by Z axis tangent to the
orbit, Y axis normal to the orbit plane and X axis within 30° to
the Sun. This mode is similar to SSM because in this case a
slow scan is also performed, about the Y axis, in order (o keep
the thrust axis Z always directed along the satellite velocity
vector.

AOCGSS - Attitude and Orbit Control
Ground Support System Environment®?

Although the AOCS is designed 1o operate largely
autonomously, situations may arise in which ground
intervention is required. When a scientific observation has to
be performed, for example, a SP AOP is sent to the AOCS, in
order to drive the satellite to the target attitude required to
carry out the observation and to deline the sensors

configurations used for attitude keeping. Since the AOCS '

commands have well defined structures and contain many
parameters, and are in general rather complex, an On-Ground
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AOCS Support Software, responsible for parameter
computation and AOCS commands preparation has been
foreseen. These functions are performed by the AOCGSS, part
of the OCC. The OCC is the core of the satellite management
and its scope is to carry out all routine and contingency
activities to be performed during the mission. It is composed of
four systems:

1) Spacecraft Control System (SCS), whose tasks are the
management of the spacecroft, system and workstations
databases; handling of telemetry data; telecommand generation
and transmission;

2) ACCGSS, which implements AOCS operations support
functions for preparation of the AOCS complex commands (e.g.
AOPs), attitude determination, sensors calibrations, auxiliary
computations;

3) Orbit Determination and Dynamics System (ODDS), where
preprocessing of tracking data, orbit determination and
prediction, auxiliary data generation functions are performed;
4) Scientific Operation Centre (SOC), where long and short
term scheduling of scientific payload activities and data
archiving are done.

AOQCGSS forms a unique working environment with the OCC
systems, for handling all operational mission activilies.
Communication is achieved by means of external interfaces
based on special input/output files used for transfer of data
(Figd4). A nominal operational sequence involving all OCC
systems can be summarized as follows:

» the Nominal Pointing File (NPF) is produced by the short
term scheduler in the Observation Scheduling Subsystem
(OSS) of SOC, on a weekly basis and five days before the
start of each application week; this contains a set of requested
science pointings and the slow scans lo be performed,;

the sateilite stale vector predictions for the application week
are taken from the ARCHIVE file in ODDS; this is a cyclic
file, refreshed daily after orbit determination; this contains
the satellite state vector data over three months, tweive days
into the future and the remaining in the past;

the AOCGSS tasks AOPSPM and AOPSSM, read the science
pointing and slow scan requests from the NPF and the
satellite state vector predictions from the ARCHIVE file for
the time span covered by each observation. Using these data,
together with the reference Mission Star Catalogue and the
Sun, Moon and Planets ephemerides, AOPSPM and
AOPSSM produce the relevant SP and SS AOP commands,
storing them in two dedicated files AOPSPM.OUT and
AOPSSM.OUT, the Mission Star Catalogue will be involved
in the SP AOPs preparation only, because in SSM attitude
keeping is not performed using STRs;

the SCS task for the preparation of telecommands takes each
ACP command structure contained in the files
AOPSPM.OUT and AOPSSM.OUT and inserts it into a
telecommand structure used for the successive AOP
uplinking,

the ODDS computes the predicted ground visibility start and
stop times for the next twelve days' orbits and stores them in
the file Sequence Orbit Events (SOE),




* the AOCGSS task ANTSWI reads these data from the file
SOE, the target attitude quaternions relevant to the SP AOPs
active during each visibility peniods fom the (iile
AOPSPM.OUT, and the satellite state vector predictions, for
the same time slot, from the ARCHIVE file. Next, it produces
the file ANTSWLOUT containing, for the following wesk's
passages, a prediction of the antenna used for the link with
the Ground Station and antenna switching information. This
file has to be transferred to the STC in order to automanze
the Link Acquisition (LAP) and the Antenna Swatchin
(ASP) procedures . -

As off-line activities and for scientific purposes only, the
following steps have to be taken:

« for each SP AOP, the satellite attitude has to be accurately
reconstructed for the entire duration in order to give a precise
attitude reference for the scientific data acquired dunng the
observations, this is performed by the AOCGSS task
POSATT, which uses the Attitude Reconstruction Data
(ARD) file handled by SCS, the sateilite state vector from the
ARCHIVE file, the star coordinates {rom the Mission Star
Catalogue. The computed attitude solutions in a selected time
interval are stored into the POSATT OUT file;

* once POSATT.OUT has been created, a message is sent to
the Archive Subsystem of SOC which takes this file and
transfers it to SDC.

From the aforementioned AOCGSS functions it is evident that,
in addition to the support in commands preparation activities,
processing of telemetry data is also performed. The latter is
required, in fact, both for attitude determination and sensors
calibration. Therefore the AOCGSS is a data management and
processing system which prepares the AQOCS compiex
commands, determines the post f{acto attitude solution,
performs the sensors calibrations and determines the antenna mn
visibility at the start of each ground contact and possible
switching occurrence. In the remainder of the paper, the
AOCGSS software components are presented, with a
description of their functionalities.

AOCGSS - The SAX On-Ground AOCS
Support Software®”?

AOCGSS software tasks have been organised in the
following four functional components:
» Manoeuvre Support Sottware;,
* Attitude Determination Software,
= Sensor Processing Software;
* Auxiliary Software,
This top level software decomposition is illustated in Fig5,
which also shows the main tasks included in each block.

Manoeuvre Support Software

The software tasks included in this block are responsible for
the computation of the parameters and the preparation of the

structures of the AOCS ground commands to be sent to the
sateilite to support AM, DPM, SPM, DVM and SSM.

Acquisition Mode Attitude Calibration (ATTCAL)'*2 is the
software for to the preparation of the AOCS Attitude
Calibration and Memory Patch commands which have to be
sent before commanding the first transition to DPM. The
former command replaces the on-board attitude quaternion with
the required AM target attitude w.r.t. the inertial frame, while
the latter is used to define a suitable default guide star for
DPM. The outputs of this task are the two files ATTCAL.OUT
and DEFGST.OUT contaiung the structures of the two
comumands. For the production of the second comunand the
DPM guide star inertial vector, visual magnitude and related
memory addresses are needed; the star data are read from the
nussion star catalogue, and used to compute the inertial default
guide star vector,

Sun Vector Maintenance (SUNVEC)!"*3 is the soitware for the
preparation of the AOCS Sun Vector and Memory Patch
comunands. These commands are required to initialise/calibrate
the on-board maintained inertial sun vector and to calibrate the
time step quaternion; the lanter is used by the ASW to update
the sun vector taking into account the rotation of the Earth
around the Sun. The inertial sun vector initialization has to be
performed because it is used together with the default guide
star vector to fully specify the DPM attitude. As the quaternion
calculation used on-board to maintain the sun vector introduces
round-off’ errors, this vector has to be updated periodically
during the mission because error on this vector directly
influences the accuracy of the next science pointings. Moreover
the ume step quaternion, used to propagate the sun vector,
depends on the ime rate of change of the sun ecliptic longitude
(dAJdr). As the latter is constant on-board, that is the Earth
orbit around the Sun is considered circular, this quaternion has
to be updated periodically in order to take into account the
actual variation of @\/dr. This task performs the computation of
both inertial sun vector and the time step quaternion, preparing
the relevant conunands and inserting them inside two dedicated
files: SUNVEC.OUT and SUNVEL.OUT. The inertial sun
vector is computed using the JPL library routines.

AOP Parumeters for SPM (AOPSPM)'*? is the software
devoted either to the preparation of the AOCS SP AOP
commands relevant to the science pounting requests coming
from OSS/SOC or to perform a siew to any desired attitude.
With tlus type of command the target attitude is defined
together with the STRs which the on-board control loop has to
use for attitude keeping, including the data needed for STRs
handling purposes. A STR is defined as available for attitude
keeping if at least a star (2<mp<8) falls into the FOV, only
Earth obstructions occur and a tume span exists, along each
orbit, during which the STR 1s not obscured. Moreover, to fulfil
the requirements on the pointing accuracy, two STRs shail be
available during each science observation.

The functions provided by this task for each observation
request are the following: 1) compute the target attitude
quatemion corresponding to the X-ray sources lo be pointed; 2)
determine the STRs availability configuration taking into
account the mission star catalogue, the target artitude, celestial
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objects and satellite ephemerides; 3) for each available STR
compute the guide star coordinates in the STR functional frame
using the mission star catalogue, determine if the STR is
obscured by the Earth and the start and stop times in which the
first obstruction occurs, determine the search window length
and width. These data, together with the magnitude threshold
used by STR to search the guide star, are used to prepare the
SP AOP command for a generic observation request. The
magnitude threshold shall be a value slightly below the
brightness of the guide star as measured by the STR but above
that of the stars close to it. At the end of this process the file
AQPSPM.OUT contains an SP AOP command for each science
pointing required and the time at which it has to be enabied.
AQP Parameter for DVM (AOPDVM)!?3 is the software for
the preparation of the AOCS Delta-V command required to
perform Delta-V manoeuvres. With this command the initial
target attitude at the manoeuvre start time (AOP enable time) 1s
defined together with the rotation quaternion required to keep
the thrust axis tangent to the orbit and defining the angular
rotation to be performed at each AQCS cycle, the RCS branch
to be used and the manceuvre maximumn duration, It should be
noted that before and afler the DV AOP execution, an SP AOP
must be enabled in order (o calibrate the sateilite attitude. The
initial target attitude specified in the DV AOP is constrained to
be within 2° of the actual attitude when the manoeuvre stans.
Therefore {rom the above considerations the functions provided
by this task are the following: 1) compute the imitial target
quaternion having the Z axis tangent to the orbit, Y axis normal
to the orbit plane and whose direction is defined by the sun
position in order to keep X axis inside the pointing domain; 2)
compute the total rotation angle using the angular separation
between the satellite velocity vectors at manoeuvre start and
stop times; 3) compute the rotation quaternion, using the Y axis
as rotation axis, the step angle for AOCS cycle from the total
rotation angle and the manoeuvreduration provided by ODDS.
The DV AOP command prepared using the parameters
computed previously is stored in the file AOPDVM.OUT.

AQP Parameter for SSM (AOPSSM)!-* is the software for the
preparation of the SS AOP command required to carry out slow
scan manoeuvres around a predelined axis to perfonm scientific
instruments calibrations. The S AOP structure is the same as
the DV AOP except for the definition of the RCS branch which
is not foreseen, since during the SSM the RWLs are used as
actuators. This task computes the same parameters indicated
for DV AOP except that the input data come from SOC via
NPF instead of ODDS. For SS, in fact, NPF specifies the axis
around which the scan has to be performed, the rotation
amplitude and the angular velocity (less than 5°/min) used to
carry out the scan. In this case, before and after a S5 AOP is
commanded, a SP AOP shall be foreseen. The SS AOP
commands prepared by this module are stored in the file
AOPSSM.QUT.

A Mission Star Catalogue, containing the stars having visual
magnitude in the range [2,8] and their position in mean system

of 2000.0 coordinates, is used as reference. It will be provided -

by ASI and tailored for the SAX mission taking into account
STR performances and mission constraints. To this end, a

software with a number of routines for mission star catalogue
handling is also being developed. These are used extensively
for SP AOPs preparation and attitude determination, The main
functions of this software are: |) extract from the mission star
catalogue, tor a well defined attitude, the coordinates and
brightness of the guide stars which fall in the STR FOV, 2)
perform star pattemn recognition using data coming from the
STR when it performs a map of its FOV.

Attitude Determination Software

Although for SAX the attitude is autonomously computed on-
board by using attitude sensor information and special
pointings, the success of the mussion largely depends on the
accuracy of the final on-ground attitude solution, the so called
post-facto attitude. In fact, the scientific nature of the mission
requires that observation data collected have to be correlated
with the particular attitude achieved duning the different
science pointings. Moreover, dunng the mussion. a module
which computes the attitude [rom sensors outputs 1s required
both tor verification and calibration purposes. The two modules
contained in this functional component provide different
accuracy levels for the solutions, one simply based on a
deterministic approach and the other implementing a Kalman
filtering technique.

Quick Attitude Determination (QUIATT)"?? is the software
which computes the satellite attitude at a given tume using a
sunple detenministic approach. This task uses the outputs of the
sensors being used, thewr sensor lo body transformation
matrices and all orbital and celestial ephemerides of interest.
For example, this task is used when the satellite does not find
the default guide star in a transition to DPM and locks onto an
unknown star as a result of an insufficiently accurate initial
attitude; in this case both the STRs not used for control can be
commanded to perform a map of their FOV, Using the star
pattern recognition, the new attitude is computed and uplinked
on-board using the Attitude Calibration command. The output
file ATTCAL.OUT contans the structure of the above
command.

Post Facto Attitude Determination (POSATT)**® is the
software module which computes the attitude for a time
interval in which a scientific observation was performed
(AOCS in SPM) making use, for requirements on accuracy, of a
Kalman filtering technique. The attitude solution calculated by
this task will be used in order to correctly place the observed
sources in a well defined inertial reference. As for the Kalman
filter, it generally consists of a state dynamic model described
by a set of non-linear differential equations and a set of non-
linear measurement equations. Since for SAX the gyro
measurements are available and provide information about the
angular velocity present on-board the satellite, a model
replacement approach is used; the measurements include
alignment errors, drift biases and noise. The kinematic
equations are represented in quaternion notation and the on-
board computed attitude quaternion is used to initialise the
algorithm. So the starting point of the generic algorithm is the
integration of the kinemau¢ equations which computes the
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predicted attitude quaternion g(k+J//k). As for the propagation
of the state errors foreseen inside the Kalman filter, the
quaternion error is expressed not as the difference between the
true and the estimated quaternions, but as the quaternion
composed by means of quaternion algebra with the estimated
one in order to obtain the true one, From that an approximate
representation of the state vector and covanance matrix is used.
Being this incremental quaternion a small rotation, the fourth
component is close to umty and the attitude nformation is
contained in the three vector components. Therefore the state
vector defined as a six component vector given by the three
components of the error quaternion and the gyros dnft biases
provide a non redundant representation of the state error.
Moreover the STR measurements are modelled to perform the
correction of the predicted estimate. The attitude solution in the
selected time interval is stored into the file POSATT.OUT.

Sensor Processing Software

The software described in this paragraph detenmines all
sensor parameters which impact the sensors and the on-board
control loop. It is strictly linked to both manoeuvre support and
attitude determination software, whose activation always
requires a preliminary check of the sensor parameters involved
and if necessary a run of the related sensor processing soitware.
It contains software tasks used either to perform the
computation of the sensor misalignments (QSS, STR and
GYR), due to the changes of thermal environment and launch
shocks, or to estimate intemal parameters wiuch charactenise
the sensor performances (GYR drift and scale factor). Except
for STR musalignments which need only be taken mto account
in the AOCGSS when required in a computation, the others
must be updated on-board by means of dedicated memory patch
commands.

QSSs Misalignments Calibration (QSSMIS)' = is the software
which computes the QSSs misalignments. It is required
because the QSS influences the AOCS performance as it is
used by the safeguard function. The dedicated memory patch
command data has to be uplinked if the computed
misalignment quaterruon 1s larger than 0.01° per axis. In order
to compute the misaligninent quaternmion a dedicated procedure
(suggested by Fokker) has to be implemented; it foresees
memory dumps and the execution of three SP AOPs based on
the use of two STRs. The former are commanded for the Sun
vector in satellite axes determined from QSS measurement and
the commanded attitude quaternion. The algonthm
implemented in this module compares the sun vector in the
satellite axes, computed using the on-ground determined
inertial sun vector, and the attitude quaternion corresponding to
the commanded pointing, with the Sun vector determined by
the QSS for each of the three pointings. The latter is computed
taking into account the nominal misalignment quaternion and
the sun vector in ACA frame obtained from memory dump. The
memory patch command prepared is stored in QSSMIS.OUT
file. :

Gyros Drift Determination (GYRDRI)!*3 computes the Gyros
Drifts. Again, a dedicated procedure (suggested by Fokker) has

to be umplemented. It foresees the execution of a SP AOP based
on the use of two STRs. As dnfts are mput for the computation
of scale factors and musalignments, this calibranon has to be
performed before the one for scale factors. The algonithm
implemented n this module uses the gyro counter varation
duning a 30 minute tme wnterval m which the aforementioned
AOP s active. As attitude keeping is performed using two
STRs, the limit cycle attitude vanation and gyro noise average
out; therelore the measured gyro counter vanation is only due
to gyro drift.

The memory patch prepared contaimng the computed gyro
drifts are stored in the file GYRDRLOUT.

Gvros Scale Factor and Misalignments (GYRSFM)!%3
computes the gyros scale factor and misalignment. A ground
procedure has to be unplemented in order to perform these
calibrations, and foresees the execution of three slews about the
satellite axes, each of them starts and ends with pointings in
which two STRs are used. The aigonthm used to compute the
scale factors and the four alignment matrices for each possible
gyro combination compares the angles of the commanded slews
with the corresponding gyros current counters variation. The
latter are computed for each slew by processing the counts of
each gyro stored in the ARD and corrected for the gyro drift
computed with the previous task. The memory patch commands
relevant to the scale factors and the four alignment matrices are
stored respectively inside the files GYRSCF.OUT and
GYRMIS,QUT,

The importance of the last two calibranons depends on the
etfects that dnft and scale factor have on the gyro performance.
Typical situations are those in which a gyro is used 1o replace a
STR temporanly obscured by the Earth or when a large slew is
commanded. In the first case, the gyro has to guarantee that at
the end of the obstruction peniod the guide star used for the
pointing shall be within the same window used before. For
large slews, the attitude reached at the end needs to be such
that the guide star falls inside the ESW,

STRs_Misalignments Estimation (STRMIS) computes the
alignment quaternions defining the onentation of each STR
wr.l the satellite axes. These quaternions nclude
misalignments of the STRs measured dunng a dedicated
calibration procedure. Both the procedure and the algonthm
required to perform the musalignment estimation are being
invesugated. As there are contnibutions to the STR
misalignments [rom systematic, penodic, short-term quasi
systematic and random error sources, a Kalman filtering
technique could be used to perform an estimation of the
interested misalignments. The fundamental requirement to take
into account in performing the calibration is that two STRs
must have at least two stars simultaneously within their FOV
during the calibration phase; this fact provides both direction
and rotational mformation. The computed alignment
quaternions shall not be uplinked on-board, but laken into
account in the above software modules each time the
coordinates of a guide star writ STR axes need to be
computed.

STRs Calibration (STRCAL) compules the instrumental
magnitude of each gwide star as measured from the STR. In
general it is a little different from the visual magnitude
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reported in the mission star catalogue and computed taking into
account the star spectral class and the CCD response. The mp
computed value shall be inserted into the SP AOP to define the
magnitude threshold used by the STR during the guide star
search; the procedure to perform this type of calibration is
currenity under investigation.

Auxiliary Software

This block contains a number of more general modules which
are either used as check tools during operation or as low level
modules for the tasks specified above. Examples of these
routines are: the Earth Magnetic Field Model, the JPL module
to compute the Planet, Sun and Moon Ephemerides, conversion
routines from calendar date to MJD2000 and vice versa.
However, the most important software included in this block is
the Antenna Switching task.

Antenna Switching (ANTSWI)'"*? predicts the on-board
antenna which comes into visibility of the ground station at
each passage and the ume at which a possible antenna
switching may occur. Both these predictions depend on the
satellite orbit and attitude during the ODDS provided ground
station visibility peniod. In fact, for the reasons presented so far
and due to the position of the two SAX antenna (see Fig.6)
directions, the angles between the directions of the satellite-
ground station and each antenna could be such that the same
antenna may not come and remain in visibility. The prediction
performed by this software will be used at STC to prepare two
telecommands needed respectively to uplink the data used by
the on-board sequence responsible for initializing the TT&C
link acquisition and to perform antenna switching. The data
computed by this software for each on ground station passage,
taking into account the expected attitude, are: 1) antenna which
initiates the link with the ground station in case of nominal,
DPM and AM attitude; 2) a flag indicating if the antenna
switching occurs; 3) the time, for each attitude, at which the
antenna switching occurs. These computations are repeated for
each SP contained in the AOPSPM.OUT file and results are
stored into the SOEMOD.QUT file, which is sent to STC five
days before the application week.

AOCGSS Testing and Validation

Unit, subsystem and system tests are planned for the
AOCGSS software in order to verify its ability to support
AQCS operations. SAXSIM shall be used for these activities:
this is a real-time, software simulator of all the subsystems and
operating modes of the SAX satellite, togethier with a model of
the SAX mission orbit and environment. Use of the AOCS on-
board software would enhance exploitation of the simulator at
the OCC, accuracy of AOCS simulated data and the reliability
of operations. It can be used either in local or in remote mode.
In local mode (i.e. SAXSIM not connected to the OCC) some
software details can be refined and major flight dynamics
concepts lested and verified by using a local OCC which
foresees telecommand structures and telemetry displays similar

to those available at the real OCC. The testing procedure in
this mode is an open-loop, as no direct links exist between the
AOCGSS tasks and the (sumulated) satellite. In remote mode
(1.e. SAXSIM connected to the OCC through the same X.25
link used for the real environment) the AOCGSS tasks will
interface with the simulator as if it were the real satellite. All
data coming from AOCGSS shall in fact be stored at the OCC
in SAXSIM dedicated files, used to send telecommands and
AOPs to the simulator as shall be done for the satellite.
Similarly, operations performed by the software during the
mission on satellite data coming from the ground station shall
be carried out, during the planned sunulations, on SAXSIM
generated data. Therefore execution of all commands and
attitude plans can be accurately veniied, all satellite modes and
modes transitions appropnately forced, studied and tested.
Finally, all telemetry of interest can be used to check and
validate filtering and calibration algorithms.

Conclusion

This paper has presented the functional descnption of the
sottware under development for the AOCGSS for the SAX
mussion, and its planned operational use. AOCGSS is currently
in the ADD phase and finally integration with the OCC is
planned for mid 1995.
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Abstract

In this paper an asymptotic Linear Quadratic
Gaussian (LQG) design procedure based on a modified
version of the Parameter Robust Linear Quadratic Gau-
ssian (PRLQG) approach is developed for designing a
robust controller that accounts for unmodelled dynamics
and parameter uncertainty for multi-input muiti-output
systems. The unmodelled dynamics are assumed to be
charactenized as a single block dynamic uncertainty at a
point in the closed-loop system. Plant parameter vanations
are represented as an internal feedback loop via the input-
output decomposition. A direct structural relationship
between parameter uncertainties and the weighting
matrices in the design of the LQG coatroller is exploited.
Thus procedure is then applied to design a robust control-
ler for attitude control and vibration suppression of the
MB-1 Space Station configuration taking into account this
mixed uncertainty model. This technique yields consider-
able improvement in robustness with respect to parameter
variation without affecting the level of nominal perform-
ance and robustness with respect to unmodelled dynamics
achieved during the design. Simulations have shown that
when the system is submitted to unit impulse the controller
was able to impose quick convergence properties to the
system.

Key words : Attitude Control, Control Design, Robus-
tness, Uncertainty Model, Flexible Space System.

Introduction

The dynamics and control of flexible space stru-
ctures over the past thirty years or so has led to an
incredibly large volume of published and unpublished
research, Originally attitude control of satellites with
flexible appendages was the major problem area which
became more important as the size of solar panels and
antenna increased requiring many modes of vibration for
accurate representation of the dynamuc behaviour. In more
recent years the advent of large flexible structure has com-
pounded the problem of stability and attitude control

culmnating in the US Space Station "Freedom” and the
Hubble Space Telescope.

The major problems faced by space engineers 1s
that of manoeuvring flimsy structures and damping out
subsequent vibrations by various means of closed loop
active damping, ensuring stability, maintaining static shape
as in the case of dish antenna and ensunng in the case of
“Freedom” that microgravity experiments are not affected
by structural vibrations. The reference [MEI-1] provide an
extensive bibliography to survey the developments of
particular importance to control and dynamics modelling
of large space structure.

A study of the physical characteristics of many
space structure components indicates that dynamic
modelling is an approximation to the actual system and
can only be verified after the structure is in orbit and its
response to disturbance behaviour can be measured. Thus
the designer 1s faced with not knowing exactly how to
model the dynamics and control of the system which has
various uncertain physical parameters.

Due to the fact that the Space Station is a distrib-
uted parameter system and. in theory, has an infinite num-
ber of degrees of freedom, for purposes of efficient
computation, dynamic analysis and control design, model
reduction is an inevitable procedure which renders a high
level of uncertainty in the mathematical model describing
the dynamics of the system. On the other hand, due to the
inability of ground testing for model verification and the
error of component modal characteristics of such a large
flexible structure, it is expected that Space Station struc-
tural parameters predicted analytically may contain
appreciable errors. Thus, in order to compensate for both
kinds of uncertainties, the control system design should be
robust to unmodelled dynamics and large vanations in
physical parameters.

The aim of this research is to study a robust
control design procedure based on a Parameter Robust
Linear Quadratic Gaussian (PRLQG) control theory
proposed in [TAH-1] using the input-output decomposition
concept in [MOR-1] to incorporate parameter vanations
into a modal state-space representation of the system.
Therefore, a mixed uncertainty model consisting of
unmodelled dynamics and parameter variation is con-
structed. In order to perform this robust control design a
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3-D coupled rigid body/flexible structural dynamic model
of the US Space Station first assembly flight configur-
ation, referred as MB-1 (MOD-1], is developed using a
Lagrangian formulation. Details about the development of
the model can be found in [SOU-1]. In particular, the
MB-1 model considered has uncertain parameters due to
errors in its structural parameters such as nawral fre-
quency and structural damping ratio.

A major objective of feedback system design is to
achieve stability and a nominal performance specification
for a given model of the plant, and maintain this per-
formance despite errors between the design model and the
true model and a large range of vanation in the parame-
ter of the system. However, control design procedure
becomes a difficult task because of these design objectives
are opposing properties of a robust control design.
Besides, it is not always possible to include both these
sources of error simultaneously in the same robust control
design procedure, since the first one is usually charac-
terized by the frequency domain error model, while the
second one is more suitably represented as a state space
model. In [HEI-1] a robust control design is applied for
controlling a flexible truss structure with respect para-
meter uncertainty and high frequency unmodelled
dynamics optimuzing both the LQG performance index and
the H_ norm. However, since the H, control theory
[FRA-2] basically deals with unmodelled dynamics plant
vanations, design for parameter varnations based on H_
can become too conservative. A example of LQG/LTR
approach application to flexible structure control problem
with respect to unmodelled dynamics can be found in
[JOS-1].

Uncertainty Modelling for Robust Control.

Flexible space structures (FSS) are generally
modeled as linear time invanant (LTI) systems, although,
such a model may describe the physical system accurately,
any model 15 only an approximation (o the physical
system. There is always some uncertainty present. The
two most important sources of uncertainty are due to
neglected high frequency dynamics and parameter errors
in the modeled dynamics, which are, usually, called as
unstructured and structured uncertainty [MAC-1]. The
achievable closed loop performance of such a uncertain
system is determined in large part by the ability to
synthesize controllers with guaranteed stability and
robustness properties. As a result, the uncertainty descrip-
tions determine the trade-off between achievable perform-
ance and robustness of the control design.

Unstructured Uncertainty. For MIMO systems the
unstructured description of the uncertainty occurring in
different parts of the system is usually lumped into one
single perturbation L which is a full matrix with the same
dimension of the plant. The three description more com-
monly used to represent L are, additive, multiplicative
output and multiplicative input. The additive uncertainty

model can be used to express absolute change in the plant
behaviour, whereas the multiplicative model can be used
to describe relative changes in the model. [t should be
noted that any of these unstructured models are external
description of the plant uncertainty, in the sense that plant
uncertainty are modeled at the extenior of the plant by
introducing extra blocks at the input, at the output, or
around the plant as feedback loops. As a result, the point
at which the loop 1s opened to examine robustness wall,
therefore, depend on the way in which the error is
described.

Robust Stability: A frequency dependent magnitude
bound on these uncertainties can be stated in terms of
maximum singular values (g) of L given by

L(s) = (s)A(s), o(A(w)) s 1 Yo (1

The bound l(w) can also be interpreted as a scalar weight
on a normalized perturbation A(s). Generally the magni-
tude bound I(w) will not constitute a tight description of
the real uncertainty. When the perturbation L is of the
form given by Eq.(1) and A satisfies a{A) < 1. it can be
represented in an "M-A model”. The symbol M represents
a transfer function matnx of the nominal closed-loop
system. and A represents an uncertainty matrix acting on
M. The nominal closed-loop system M results from
closing the feedback control K around a nominal plant G.
Condition for robust stability of a closed-loop system can
be determuned by the multivanable generalization of the
Nyquist Criterion [ROS-3], that is, the closed loop system
is stable for all perturbation L (o(L ) < 1) if and only if

3 < ~} @

where T is the nomunal closed-loop transfer tuncuon. For
high frequencies the loop transfer function KG 1s small
and therefore Eq.(2) becomes

3(XG) < _: 3)

The design implication is that the controller gain for high
frequencies is limited by uncertainty, the loop gain o KG)
has to be "shaped"” to fall below the uncertainty bound 1/1.
It should be noted that when unstructured uncertainty is
used to model errors of lightly damped flexible structure
it does not take into account the possibility that inaccur-
ate in physical parameters as natural frequencies and
damping ratio can be present.

Structured Uncertainty: The use of the unstructured
uncertainty leads to compensator designs which are
unnecessarily conservative, because they perform satisfac-
tory even in the face of perturbations which can never
occur. On the other hand, particular parameters in a
state-space model may be known to vary over known
ranges which is certainly highly structured information.
For lightly damped, flexible structures with uncertain fre-
quency and damping ratio, this is certainly the case.
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A linear, time-invariant MIMO system can be
written in state-space form as

(1) = Ax(1) + Byw(1) =+ B,u(r)
() = Cx(r) + Dyyw() + D u(r) (4)
¥ = Cx(t) + D,wit) + D,,u(t)

where x(t) is an n-dimensional state vector, w(t) an r;-
dimensional disturbance vector, u(t) an r.-dimensional
control vector, z(t) an ry-dimensional controlled output
vector, and y(t) an m-dimensional measured vector.

An Internal Feedback Loop Model of the state-
space representation of a uncertainty dynamical system can
be described by

B 1

X A 1 2 X
z[ =116 Du Dy + A, W )
C; Dy Dy e

where the first matrix in the right-hand side is the nominal
system matrix and 4, is the perturbation matrix. Assum-
ing that C,, D, and D,, are not subject to parameter
variations 4, and that there are m independent parameters
Pi» «--»P and that they are bounded as | 4, | < 1. The
perturbation matrix 4, is can be decomposed with respect
to each parameter variation [MOR-1] and written 1n
matrix form as

M

&,=—Ja[N,N,N.]=—MAN (6)
M}'

By introducing the following new variables for the internal
feedback loop

p
w

5 S ONN)| 7|, = -z, 0
u

the perturbed system in Eq.(5), and the input-output
decomposition in Eq.(6), can be combined as

i A M B Bl

Z’ g Ng 0 N' Nu Wp s L i (8)
z C, 0 D, D,|l|w 2 #

¥ C, MJ, D, D,||«

where w, and z, are considered as the fictitious input and
output, respectively, due to the plant perturbation; and A
is considered as a fictitious, internal feedback loop gain
matrix.

The perturbed system model can be obtained from
the transfer function (G) representation with a stabilizing
controller which for the closed-loop transfer function

matrix from w to z with plant. perturbations becomes

T,, = Gy, - G, AU + G,,A)'G,, (9

The stability condition for T, is equivalent to establish
condition for G,, [MAC-1]. The transfer function given by
C-i“ is conventional denoted F(G,,K), and is referred to
as robustness function [TAH-1].

Robust Control Design

The unstructured uncertainty model 1Is an
external description of the errors in the plant, in the sense
that plant uncertainties are modeled at its exterior, this
modelling method is not convenient at all in handling parame-
ter uncertainty. Many difficulties arise from the fact that
parameter uncertainty are usually given in state-space
torms while in current design techniques, plant uncer-
tainties are characterized by frequency domain errors
models and evaluated by singular values techmques. By
using the concept of internal feedback loop and the input-
output decomposition the structured parameter variation
can be represented in a state space form. In [TAH-1],
stability robustness analysis has been made in detail for
structured parameter variation, and the LQG/LTR tech-
nique has been extended to PRLQG design technique by
employing an asymptotic robustness recovery procedure.
However, as the inclusion of a asymptotic recovery
procedure tmplies a high gain charactenistic, usually
achieved by placing the compensator poles sufficiently far
to the left from the imaginary axis, a very high bandwidth
controller that becomes sensitive to noises and unmodelled
high-frequency dynamics can be expected. In order to
avoid this undesirable sensitivity, we exploit here a robust
control design procedure based on the structured uncer-
tainty modelling concept which takes into account the unstruc-
tured uncertainty model, resulting in a robust coatrol
design technique which is the combination of LQG/LTR
and PRLQG, denoted LTR/PRLQG.

LQG/LTR Design Methodology: The LQG/LTR design
procedure, introduced by Doyle and Stein [DOY-1],
enables a controller design by combining frequency
domain and state-space techniques for a mumimai-phase
system. The fundamental idea in the LTR-design is to
recover a target feedback loop (TFL) with a suitable
asymptotic design. The loop transfer function matrix associ-
ated with the TFL 1s given by K ¢B if the recovery to be
achieved 1s at the input of the plant or CoK, if the recov-
ery is at the output of the plant, where o =(sI-A)' 1s the
state transition matrix of the plant, K, and K, are the gain
maltrices associated with the Linear Quadratic Regulator
(LQR) and Kalman Filter (KF) problem, respectively.
These gains depend on the selection of the weighting
matrices Q and R or V and W associated, respectively,
with the LQR and KF problem which in turn are chosen
such that the TFL satisfies the imposed stability, robust-
ness, and performance specifications. The loop transfer
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function matrix of the LTR design is given by KG, where
G is the open-loop transfer function matrix of the piant
and K is the dynamic compensator matrix to be designed.

PRLQG Design Methodology: The PRLQG design
procedure, developed by Tahk and Speyer [THA-1], is in
fact a generalization of the LQG/LTR technique, and
serves to improve the stability robustness and reduce the
sensitivity to structured plant perturbation. The fundamen-
1al idea in PRLQG methodology is to formulate the struc-
tured parameter variation as an internal feedback loop via
the input-output decomposition, In doing that, the pertur-
bation is seen essentially as additional noise in the plant
model. The robust controller design tums into a disturb-
ance attenuation problem [TAH-1]. From this incorpor-
ation it is possible to establish a direct structural relation-
ship between the class of parameter uncertainty and the
choice of weighting matnices in the LQR and KF designs.

Input-Output Decomposition

We are interested in applying the LTR/PRLQG
design taking into account parameter variation in the state
matrix A. Particularly, when this matrix i1s wnitten in
modal form, which means that parameter vanation can be
analyzed in terms of errors in frequency and damping
ratio.

The modal state-space form for a simple system
with one flexible mode considering one input and one
output, with one collocated sensor/actuator pair, is given

by
Bidting
Jf=[ J+Hu ,¥Y=[0 1)X (10)

-0? 2w 1

and, wand {" are modal natural frequency and damping
ratio, respectively. :

The matrices N, and M, depend on how the
input-output decomposition of A and 4, is established and
what parameter is being considered to vary. Therefore, let
us, consider that the perturbation (uncertainty) occurs in
frequency and damping in the terms ” and 2{w. Then,
separating the uncertainties from the nominal matrix A,
the perturbed system matrix can be written as

0 1
[-wzfl-dl) -2Cw(l+4,)
(LD
0 0
-0?A, -2{wA,

0 1
-w? 20w
where 4, (lAJ < 1, i=1,2) is the perturbation in the
terms «* and 2{w, respectively. The perturbation matrix
A, is represented by the second term on the right-hand
side of Eq.(11) which can be decomposed with respect to
each parameter variation as
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It should be noticed that this input-output decomposition
1s not unique [TAH-1], and that the matrix A, which
represents the uncertainty acting on nominal matrix A, is
diagonal with real elements, charactenizing real parameter
variations. Usually, in using the LOG/LTR approach one
sets R=I and the parameter Q is manipulated to achieve
performance specification and improve robustness,
respectively, this is the view-point adopted in [BLE-1]. In
[JOS-1] the uncertainty is only due to unmodelled
dynamics and basically the tuning parameter Q are used to
obtain appropnate gains at Odb cross-over frequency
which is an indicator of performance, while the design is
done subject to an unstructured barrier profile. Yet, in the
LTR/PRLQG approach Q is set as NT N, to improve
robustness with respect to parameters variation and R 1s
used as tuning parameter.

Robhustness Based on Mixed Uncertainty Model.

When using the LTR/PRLQG approach to design
a robust control system with respect to unstructured and
structured uncertainty, these uncertainties are modeled in
two distinctly different ways. The unstructured uncertainty
modeled at the exterior of the plant to represent unmod-
elled dynamics, and the structured uncertainty modeled as
internal feedback loop to represent parameter vanation.
Such a mixed uncertainty model appears appropriate when
the system is represented in modal state-space form. First,
because the neglected dynanucs can be relatively easily
separated from the design model using a model reduction
approach available in the literature [CRA-1]. Second,
because of the structural charactenistics like modal fre-
quencies, damping ratios, and mode shape appear explicit
in modal state-space form as physically meaningful
parameters, which is suiable to deal with parameter
variation. Thus the overall uncertainty model allows the
incorporation of both sources of uncertainty into the
robust controller design. This procedure is based on the
fact that semsitivity to plant parameter variation is an
internal property of the closed loop system [SHA-1], while
loop gain is an input/output property. As a result, it can
be possible to improve robustness with respect to parame-
ter variations while maintaining essentially the same perform-
ance specification on the loop gain without increasing its
sensitivity to noises and unmodelled high-frequency
dynamics . Accommodating unstructured and structured
uncertainties into the LTR/PRLQG design procedure, the
designer has a systematic way of trading off the nominal
performance and robust stability.

Design Objectives: The LTR/PRLQG design approach
imply designing a controller trading-off nominal perform-
ance and robust stability with respect to unmodelled
dynamic and parameter vanations. Therefore, the design



function matnx of the LTR design is given by KG, where
G is the open-loop transfer function matnx of the plant
and K is the dynamic compensator matrix to be designed.

PRLQG Design Methodology: The PRLQG design
procedure, developed by Tahk and Speyer [THA-1], is in
fact a generalization of the LQG/LTR technique, and
serves to improve the stability robustness and reduce the
sensitivity to structured plant perturbation. The fundamen-
tal idea in PRLQG methodology is to formulate the struc-
tured parameter vanation as an internal feedback loop via
the input-output decomposition. In doing that, the pertur-
bation is seen essentially as additional noise in the plant
model. The robust controller design tums into a disturb-
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ation it is possible to establish a direct structural relation-
ship between the class of parameter uncertainty and the
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us, consider that the perturbation (uncertainty) occurs in
frequency and damping in the terms w” and 2{w. Then,
separating the uncertainties from the nominal matrix A,
the perturbed system matrix can be written as

IU ,Y=[0 11X (10)

0 1
l-m’(l*dl) -2{w(1+4,)
(11)
0 0
-w?A, -2{wa,

0 1

-w? 20w
where A, (&) < 1, i=1,2) is the perturbation in the
terms w* and 2{w, respectively. The perturbation matrix
4, is represented by the second term on the right-hand
side of Eq.(11) which can be decomposed with respect to
each parameter vanation as
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is not unique [TAH-1], and that the matnx A, which
represents the uncertainty acting on nominal matrix A, is
diagonal with real elements, characterizing real parameter
vanations. Usually, in using the LQG/LTR approach one
sets R=1I and the parameter Q is mamipulated to achieve
performance specification and improve robustness,
respectively, this is the view-point adopted in [BLE-1]. In
[JOS-1] the uncertainty is only due to unmodelled
dynamics and basically the tuning parameter Q are used to
obtain appropnate gains at Odb cross-over frequency
which is an indicator of performance, while the design is
done subject to an unstructured barrier profile. Yet, in the
LTR/PRLQG approach Q is set as NT N, to improve
robustness with respect 10 parameters vanation and R is

used as tuning parameter.

] = MaN, (12

Robhustness Based on Mixed Uncertainty Model.

When using the LTR/PRLQG approach to design
a robust control system with respect to unstructured and
structured uncertainty, these uncertainties are modeled in
two distinctly different ways. The unstructured uncertainty
modeled at the extenior of the plant to represent unmod-
elled dynamics, and the structured uncertainty modeled as
internal feedback loop to represent parameter variation.
Such a muxed uncertainty model appears appropriate when
the system is represented in modal state-space form. First,
because the neglected dynamucs can be relatively easily
separated from the design model using a model reduction
approach available in the literature [CRA-1]. Second,
because of the structural charactenstics like modal fre-
quencies, damping ratios, and mode shape appear explicit
in modal state-space form as physically meaningful
parameters, Wwhich is suitable to deal with parameter
variation. Thus the overall uncertainty model allows the
incorporation of both sources of uncertainty into the
robust controller design. This procedure is based on the
fact that semsitivity to plant parameter variation is an
internal property of the closed loop system [SHA-1], while
loop gain is an input/output property. As a result, it can
be possible to improve robustness with respect to parame-
ter variations while maintaining essentially the same perform-
ance specification on the loop gain without increasing its
sensitivity to noises and unmodelled high-frequency
dynamics , Accommodating unstructured and structured
uncertainties into the LTR/PRLQG design procedure, the
designer has a systematic way of trading off the nominal
performance and robust stability.

Design Objectives: The LTR/PRLQG design approach
imply designing a controller trading-off nominal perform-
ance and robust stability with respect to unmodelled
dynamic and parameter vanations. Therefore, the design



sequence is divided in two phases as follows : one starts
the first phase designing a controller which achieves
nominal performance based on high open-loop gains.
However, in order to avoid a high bandwidth controller
which can become sensitive to unmodelled high-frequency
dynamics the design is performed taking into account an
unmodelled high dynamics barmer. Once the ininal
control objectives (nominal performance and robustness
with respect to unmodelled dynamics) have been achieved
we carry on the second phase of the design trying to
improve the controller robustness with respect to parame-
ter variation. In both phase of the design the locus of the
closed loop poles is used as an indicator of stability and
the relative control effort applied to the various modes.
The selection of a upper limit on the bandwidth
is not specified "a priori" but it is desired that it should be
as high as possible, as long as the robustness barrer
associated with unmodelled dynamics 15 not violated. In
doing that we are establishing a compromise between
performance and robustness with respect to unmodeiled
dynamics. The muitivaniable bandwidth is defined as the
frequency in which the minimum singular value of loop
transfer function KG 1s equal to unity, i.e., o(KG)=1.

Robustness Barrier. Based on the approximate balanced
singular values approach the order of MB-1 model with 12
DOF was reduced to a design model with 6 DOF consist-
ing of the three rotational rigid-body modes plus the first
three flexible modes. Consequently, the unmodelled
dynamics barrier is built taking into account the six
flexible modes remained, so that the transfer function
G,(s) of the full order model can be written as G(s) =
G(s) + AG(s); where G(s) and AG(s) represent the
transfer function of the design model and the remaining
unmodelled model. Therefore, an upper bound for
multiplicative unstructured uncertainty acting at the plant
input (the robustness barrier Li(w)) in terms of additive
uncertainty is given by

o[G(s)]

(14)

where AG=G,-G. It should be noted that all this manipu-
lation is extremely facilitated due to the fact that we are
dealing with the system represented in modal form.

Dynamics Model of MB-1

Though the main purpose of the mathematical
model for MB-1 Space Station "Freedom" configuration
developed is its use in a linearized robust control design,
it is not to the author's knowledge that such model have
been done in the literature using a Lagrangian formula-
tion. The details of the coupled rigid body/flexible struc-
tural dynamic modelling of the MB-1 denvation can be
found in [SOU-1].
physical coordinates are transformed into a set of

The dynamic equations denved in-

decoupled equations in modal state space. This procedure
leads to computational advantages and facilitates to
address issues such as model order reduction, truncation,
and robustness with respect parameter vanation and
unmodelled dynamics in the context of the robust control
design methodology proposed here. With the availability
of the MB-1"s model, its frequency charactenzation can be
determuned solving the cigenvalues problem for the
undamped open-loop case, which yields the eigenvalues
(natural frequency) and the modes shapes. We have
considered a model with 9 degree of freedom consisting
of: 3 ngid body motions (rotation) and 6 flexible modes,
that is, the first bending mode plus torsion for the central
truss; the first two bending mode for the radiator; and the
first two bending mode for the two solar panels.

Design with respect to unmodelled dynamics

It should be noted that in the first phase of the
design we are not worrying about parameter uncertainty,
that is, we are dealing with the nominal system, there is
no uncertainty in the structural parameter. To simplify the
procedure in the LQR problem the weighting matnix Q is
set as Q=I, and weighting matrix R is selected in the
following form

R=Fh (14)

where r is a scalar (design parameter) which will be
manipulated to obtain suitable performance specification
of the LQR target feedback loop (TFL).

Design #1: Let us start off designing a controller with
a "desired” high bandwidth, e.g., a bandwidth of approxi-
mately half of the first flexible mode (0.635 rad/sec) (see
SOU-1), which will characterize the TFL of LQR. After
a number of trials we get the TFL with r=1.0E-02. The
plots of a(Gyqe) and a(Ggg) is shown in Fig.(1) which
indicates that the bandwidth obtained is approximately
0.27 rad/sec, which in terms of performance is quite good
compared to the frequency of the first flexible mode.
Having obtained satisfactory singular values
behaviour of LQR, the next step is design a KF so that its
TFL asymptotically approaches “recovers” that of LOR
(LTF). The recovery is accomplished by setting the
matrix W=[ and selecting the matnx V as follows

V=i (15)

where v is a scalar (design parameter) which will be
manipulated so that recovery is achieved, We manage to
recover the LQR (LTF) with v* = 1.0E-03. The resulting
loop transter tunction a(K(s)G(s)), o(K(s)G(s)) plots and
the robustness barrier are shown in Fig.(2). The plots
indicate that the performance objective has been achieved
for a frequency close to 0.27 rad/sec. However, the plot
of o(K(s)G(s)) indicates that the robustness barrier has
been violated. Therefore, one observes that high perform-
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ance requirement (high bandwidth) has led to less stability
robustness with respect unmodelled dynamics. As resuit,
the set of performance-robustness conditions needs to be
re-evaluated. Fig.(3) shown the locations of the poles,
where their right-shift suggest that the compensator was
designed to concentrate on stabilizing the ngid body
modes, affecting very little the stability of the elastic
modes of the design model, which is also indicates that
much more control effort were applied to the ngid body
modes than to the flexible modes.

Design #2: In the second design the performance objec-
tive is established as the higher as possible bandwidth
without violating the robustness barmer. Following the
same procedure of the Design #1, we have obtained the
LQR (TFL) with r°=1.0E-01. Fig.(4) shows the plots of
the 0(Gyge) and 0(Gqp) which indicate that the
bandwidth obtained is approximately 0.14 rad/sec, which
is still quite good compared with the frequency of the first
flexible mode (0.635 rad/sec). In designing the KF we
recover the LQR (LTF) with v*=1,0E-02. Performance-
robustness design conditions can be evaluated through the
plots of the a(K(5)G(s)), a(K(s)G(s)) which are shown in
Fig.(5). The plot of o(K(s)G(s)) indicate that the perform-
ance objective has been meet once the overall loop
bandwidth has been achieved for 0. 14 rad/sec. The plot of
o(K(s)G(s)) indicate that the robustness barner has not
been violated. Therefore, the controller of Design #2 has
met suitable the performance-robustness design conditions,
which means that besides its good performance behaviour
it is robust with respect to unmodelled dynamics. As a
result, the procedure of reducing the target bandwidth of
LQR resulted in designing a compensator with appropn-
ated compromise between performance and robustness
stability. The locations of the poles, not shown, indicate
that in the Design #2 the compensator was also designed
to concentrate on stabilizing the ngid body modes. To
make a comparison between the control effort applied to
the rigid modes and flexible modes in the Design #1 and
#2 in Fig.(6) the closed-loop eigenvalues of both Designs
are presented, which clearly shows that the closed-loop
poles of Design #2 are less left shifted than those of
Design #1.

Design with respect to parameter variation

Design #3 : In applying the design methodology using the
input-outputdecomposition concept o incorporale parame-
ter variations into the modal state-space form we have to
use the matrices N, and M, in the solution of LQR and
KF problems, respectively. Hence, the weighting matrix
Qand W have the form suggested by the input-output
decomposition given by Eq.(12), which for the design
model with three rotational rigid body modes and three
flexible modes can be written as

Q = NN, = diag [, w; £, (] . i=3 (16)

W = MM = diag [I, 0, I ] , i=3 a7

The new terms that appear in the weighting matrices Q
and W can be seem as weighting on robustness with
respect parameter vanation. We keep the weighting
R=r=1.0E-01 and V=v*=1,0E-02 since these were the
weighting matrices with which we achieve satisfactory
performance-robustness in terms of the design objective of
the Design #2. Therefore, the introduction of the terms
w*, {* and w* in the weighting matrices Q and W have the
function of improving robustness of the compensator K(s)
with respect parameter vanation. Fig.(7) shows the
closed-loop eigenvalues of Design #2 and #3 considering
a vanation in frequency and damping of -30%. It illus-
trates that the real part of poles associated with the
flexible modes were left shifted while the location of poles
associated with the ngid modes were not practically
altered. Therefore, in the Design #3 the controller K(s) is
placing no further control effort on the rigid body modes,
while applying a lot of effort to the flexible modes, which
shows that robustness of controller K(s) with respect
parameler vanation has been improved. Fig.(8) presents
the plots of a(K(s)G(s)), o(K(s)G(s)) and the robustness
barrier for the Design #3 which shows that the loop gain
and the bandwidth obtained in the Design #2 have not
been changed.

Performance of the controller K(s): The performance of
the resulting controller can be evaluated considering the
attitude (roll,pitch and yaw) ume history of the MB-1
when responding under closed-loop control to a umit
impulse as presented in Fig.(9), which shows that for an
impulse level of 1500N-sec, the maximum roll, pitch and
vaw excursion are no more than 1.2, 0.8 and 2.0 (deg),
respectively. The impulsive perturbation is damped out in
all three axes in less than 160 s.

Conclusions.

A modified version of the parameter robust
linear quadrauc Gaussian (PRLQG) approach has been
applied for designing a robust controller to control attitude
of the MB-1 Space Station configuration. Applications of
this approach take into account uncertainty due to unmod-
elled dynamics and parameter variation where the first one
appears in the design process as a frequency-dependent
constraint called robustness barrier while the second one
is included in the design process introducing into the
weighting matrices the input-output decomposition associ-
ated with the parameter variation. Characterization of both
sources of uncertainties is facilitated by representing the
system in modal state space form which also is appropriate
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form to obtain the reduced design model using the approx-
imate balanced singular values approach.

The suitable controller is obtained through two
design process, which are called Design #2 and Design
#3. In the Design #2 a controller with bandwidth of 0.023
(Hz), approximately a decade below the first flexible
mode (0.101 Hz), has been achieved with a high level of
stability robustness with respect to unmodelled dynamics.
In order to improve parameter insensitivity of the
controller the Design #3 is performed considering errors
of up to 30 percent in the structural parameter of the
system (frequencies and damping ratios). At the end of the
Design #3 the robustness of the controller with respect to
unmodelled dynamics has been checked which has shown
that despite the large parameter variations its stabulity
robustness charactenstics was maintained.

The performance of the control system was
checked through the response of the MB-1 space station
subject to disturbance of unit impulse. In the simulation
the rotational ngid body mode in roll and pitch dominate
the system response while 1in yaw a strong coupling
between the rotational rigid body mode and the asvmmet-
ric bending mode of the two solar arrays and the first
bending mode of the radiator has been observed which
suggests that as far controlling attitude of the MB-1
concern this axis will be the crucial one.
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(d) orbit—maintenance;

(e) attitude reacquisition;

(f) de—orbit maneuver.

The orbit—maintenance is one of the new
fuuctions added to the control subsystem in consid-
eration of low orbit and prolonged orbit duration,
This is performed by controlled use of thrust im-
pulses generated by a maneuver motor.

The control consists of a

subsystem
measurement unit, an information processing and
interface unit, a computer unit and an actuator
unit. :

The measurement unit consists of three
fluid—{loated rated integrating gyroscopes, two
digital infrared earth sensors and two digital sun
sensors. The compuler unit is a triple—redundamt
two—oul—of—three fault—tolerant computer system.
The actuator unit consists of a cold gas propuision
system [or attitude control and a hot gas propul-
sion system for orbit—maintenance. The attitude
control accuracy is specified as pitch and roll to
within + 0.5 ° , yaw to within£ 0.7 * , angular rate
to within £0.02 ° / sec for fine earth pointing; and
pitch and roll to within + 1.5° , yaw to within =
2° | angular rate to within £ 02° / sec for ma-
neuver transfer mode.

BASIC OBJECTIVES OF
ORBIT MAINENANCE

(a) 1o eliminate the iniual period deviauon at
injgction;

(b) to compensate the orbital period decay due
to the atmospheric drag perturbation so to ensure
that the perigee altitude will not be lower than 170
km;

(c) to ensure the landing point will be within
the preselected area;

(d) to adjust appropriately the arrangement of
the satellite ground track.

ANALYTICAL TREATMENT

The orbit—maintenane is performed by con-
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trolled use of thrust impulses generated by a ma-
neuver motor. The thrust is small enough in
comparision with the gravitational force acting on
the satellite. For simplicity in calculation, the fol-
lowing assumptions are made:

(a) the maneuver thrust is directed in the satel-
lite longitudinal axial direction;

(b) during the maneuver motor firing, the sat-
ellite mass including the maneurer motor remaines
unchanged;

(c) the satellite longitudinal axial direction is
coincident with the orbit tangental direction, i.c.
the satellite velocity vector.

Under above mentioned assumptions the satel-
lite acceleration, denoted as U resulted from the
thrust remaines constant. Among six basic orbital
elements we are most interected in the semi—major
axis, a, the eccentricity, e, and the argument of
perigee, w. Starting with the Lagrange perturbation
motion equations we can get the differentical equa-
tions for maneuver transfer ¥ @

da__ 2 o ]
R e (1+ 2ecosf+e*)*U
E:z_u(1+zgcmf+a)'*(omf+e)u (1)
dt na

i“.l.:ll/l;“.u.:‘.zgcmf.;.ea)‘*m fU

di nae

!
Where n=a"""is mean angular velocity and {is
the true anomaly.
Expanding the nght parts of above equations
into power series of ¢ and neglecting the terms
0(e’V), yields .

s _3
n

ae

[(1+e‘)+eomf—f2-ms*f]'0 3
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tions.

INTRODUCTION

On 9th August
recoverable satellite was

1992, a new China’s
launched and was
successfully recovered after 16 day’s orbital flight.
The satellite has an in—orbit maneuverability for
the first time in China’s Recoyerable Satellite Pro-
gramme. The maneuverability is dedicated 1o
orbit—maintenance.

The basic obpctives of the orbit—maintenance
are to eliminate the initial period deviation at injec-
tion, to compensate the orbital period decay due to
the atmospheric drag perturbation and to ensure
the landing point will be within the preselected
area. This is done by controlled use of thrust gener-
ated by a maneuver motor which in turn is a
hydrazine monpropellant propulsion system.

In order to economize the consumption of
propellant it is intended to eliminate the injgction
error and atmospheric drag perturbation in the ear-
lier stage of the flight. It is planned to use a 4—im-
pulse maneuvers and each impulse for every three
days.

The flight results are well agreed with the theo-
retical predictions.
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BRIEF DESCRIPTION OF
THE SATELLITE

Up to now, three models of recoverable satel-
lite, designated as FSW—-0, FSW-1 and FSW-2,
have been developed in China ‘" . The first launch
of the third model (FSW-2=1) took place on
Angust 9, 1992 on a new developed launch vehicle
LM=2D with the satellite entering a 63.1 ° , 175 x
355 km orbit. The satellite is low earth orbit,
three—axis stabilized, earth oniented and weights
2600 kg. The orbit lifetime is 16 days, twice as long
as that of its preceding model FSW~1.

The satellite consists of 12 subsystems in-
cluding the control subsystem. The control
subsystem is developed and based on its precedings
@y 0, and will perform following functions:

(a) elimination of the initial attitude deviation
resulted at separation of the satellite from launch
vehicle;

(b) attitude acquisition and determination;

(c) coarse pointing and fine pointing during
the orbital phase and attitude keeping during the

maneuver;
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It is important to keep the perigee altitude and
iwo alternatives are open to do this.

(a) Thrust impulse is applied just asa;:ogc:t: is
reached. This is a conventional method to raise the
perigee altitude. Since the apogee is located in the
Southern Hemisphere, the satellite is out of the vi—
sibility of our ground tracking stations.

(b) Thrust impulse is applied at the point near
the perigee, i.c. at certain true anomaly [or instance
f=* 30° bilateraly symmetrical relative to the
perigee. With this alternative both pengee and
apogee will be raised and without any loss of efli-
ciency as indicated by calculatien.

MANEUVER MOTOR

The maneuver motor is a conventional
hydrazine mon—propellant propulsion system with
nominal thrust 20N. The thrust versus time curve is

imitated by a polynomial as a [unction of time t.

NOMINAL ORBIT

The nominal orbit is a design reference orbit in
which only the non—sphere earth perturbation, i.e,
harmonic coefTicients of ecarth’s gravitational po-
tential J,, J, J,, Ajyand By, has been considered,
and the atmospheric drag perturbaton has not
been taken into account. The nominal orbit is the
basic reference for orbit maintenance. The actual

flight orbit will be ad justed or corrected by multiple
thrust impulses to bring the satellite close to the
nominal orbit. The basic orbital elemcnts of the
nominal orbit for each flight mission are given be-
forehand with the mission definition,

MANEUVER STRATEGY

(a) In selecting the maneuver orbit account
must be teken of the fact that following the maneu-
ver orbit there will be 2~ 3 observable and
trackable orbits passing through our territory.

(b) The maneurer will be execute compatibly
with the attitude control. If the attitude deviation
of the satellite or the thrust deviation of the ma-
neuver motor will go beyond the design bonnds,
must temporarily cut—oiT the motor or turm the
motor to work on pulse —modulation mode.

{c) In order to0 economize the consumption of
propellant it is intended to climinate the injection
error and atmospheric drag pertubation in the ear-
lier stage of flight, i,e. to execute the maneuver ear-
lier on, especially in case of serious injection error.
Thus, it is planned to use a four—impulse transfer
and to apply a forwerd tangential impulise every
three days. The first one or two maneuvers are in-
tended to eliminate the errors in orbit iujection and
to compensate the aerodynamic perturbation. The
second and third are intended to raise appropriate-
ly the orbit altitude and the last one is only a final
trimming.

IN-ORBIT CALIBRATION

The calibration of real thrust curve resulted in
maneuver transfer is conducted after each mancu-
ver using ground tracking data and telemetry data
before and after firing. With this calibration data
the next predetermined value of period compensa-
tion will be corrected.

FLIGHT PRACTICE

Computers in Xi‘an Satellite Control Centre
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(XSCC) process the data obtained from ground
tracking stations located around our country, pre-
dict the future orbital parameters and combine
them with the desired one, calcuiate the details of
the maneuvers, such as required period compensa-
ton value, velocity increment, thrusting time and
propellant consumption etc for each maneuver, and
form as control programmes which are then trans-
mitted to the satellite onboard computers via
telecommand. The onboard computers in turn pro-
cess the data from ground stations and dispatch as
a command to the maneuver motor t0 produce a
desired velocity increment (Figure 1). After each
maneuver the calibration of the thrust curve of the
maneuver motor and calculaton of propellant con-
sumption are made in XSCC using ground tracking
data and telemetry data.

The flight was made on 9th August, 1992. The
first maneuver was performed on 12th August on
45th orbit with thrusting time At =687 sec and pe-
rniod compensation value A T=154 sec. The
postmaneuver calibration of thurst curve indicated
that the deviatuon [rom the theoretical imitated
thrust curve is 98%. The second and third maneu-
vers took place on 15th August and 18th August
respectively. The deviations of thrust curve for both
maneuvers were 95%. Aflter calculation it is showed
that no more mancuver is needed to conduct.

The results of the first orbit flight are well
agreed with the theoretical predictions.
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Abstract

This paper considers the Russian small satellite
projects developed during the last years. The most ap-
propriate opportunities to launch these satellites into
orbits are discussed. An essential subject is their at-
titude control systems (ACS). The results of mathe-
matical modeling, computer simulation of dynamies,
and design of ACS for Universal Small Space Platform
(USSP) are presented. USSP is designed as a smail-
sized multiple-purpose universal stabilized satellite for
commercial use by any customers. USSP is provided by
a Gravity Gradient ACS (GGACS) and a Preliminary
Magnetic ACS (PMACS) with total weight of about
6 kg. These two ACS direct the satellite's longitudi-
nal axis toward Earth uniquely with pointing accuracy
5-7°. In the mathematical modeling stage the steady-
state periodic solutions of the approximate equations
are used as a nominal motion of USSP, It is an appro-
priate way to work out the detailed analysis of the most
important characteristics of periodic solutions when
the values of parameters are widely varied. The au-
thenticity of results obtained is confirmed by numerical
simulation with complete dynamic models and labora-
tory testing.

Key words: Small Satellite, Attitude Control System,
Universal Platform

Introduction

During the recent years an increasing interest has
been observed on the part of designers and users
of spacecraft toward small satellites—relatively cheap
spacecraft characterized by a mass of several to sev-
eral hundred kilograms, a sise under one meter and a
relatively simple set of scientific, telemetry, instrumen-
tation and auxiliary equipment. They can be orbited
as piggyback with a main satellite, or by a specialized
low-power launcher, or by a “shuttle” spacecraft.

The analysis of the problems that may be solved by
such satellites and the composition of their payload and
auxiliary equipment allow to draw the following con-
clusion. Apparently, the interest toward small satellites
is due to the possibility of simpler solutions that they
offer to the financial and ecological problems that arise
whenever an orbital system is being designed. This in-
terest has been objectively predetermined by the cur-
rently achieved stage of space technology development
with its theoretical and element bases. The extension of
the scope of organizations and countries participating
in development, design, manufacture and application of
satellites has also played a significant role. Among such
organisations are some universities and small compa-
nies from the leading space countries.

Other countries possessing means for purchasing
space system components and financing satellite laun-
ches, but not planning or claiming sble to develop their
own space programs and corresponding infrastructures
in the near future, are at present a considerable addi-
tion to the space technology market as well. The struc-
tural economic reforms under way in Russia, the pro-
cesses of conversion and simultanecus reduction in sci-
ence and space industry funding require new solutions
to the problems faced by researchers and other space
technology users. Small satellites are expected to offer
a good opportunity in this field, too.

Brief overview of small satellite projects in
Russia

The overwhelming majority of the small satellite
projects recently developed in Russia are aimed at con-
struction of regional and cross-regional satellite com-
munication systems. The current deficit of communica-
tion means is frustratingly large, and it remains practi-
cally unmet despite the apparent liquidity of this ma:-
ket segment. The absence of stable long-term invest-
ment in space technologies is forcing the communica-
tion system designers to look for cheaper and faster ap-
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proaches to creating such systems. Small satellites offer
the most optimal cost, length of design, and orbiting
characteristics. Because of the low capacity of power
sources, limited weight and bulk of on-board equip-
ment, such satellites are usually used in low-orbital
communication systems. All required territories can be
covered by launching satellites into near-polar orbits.
Low-orbital systems allow not only to satisfy the lim-
its to on-board equipment but also to use relatively
simple portable on-ground receivers and transmitters.
The link between two correspondents not within the
visibility sone of a single satellite is established either
by transmitting the message from on-board computer
memory toward the visibility zone of the addressee us-
ing the electronic mail principle, or by organizing inter-
satellite networks. The latter allows any two or more lo-
cations on the globe to communicate in real time. Low
near-polar orbits are in many cases superior to geosta-
tionary orbits, which are known to be far from perfect.
Here follows a list of the most commonly known Rus-
sian projects of small communication satellites.

In 1990 NPO Prikladnoy Mechaniky and NPO
Tochnych Priborov proposed to set up & commer-
cial communication system “Gonets” [1| based on
low-orbit military satellites. Two satellites “Gonets-
D" of this system were successfully orbited at alti-
tude 1500 km and inclination 74° in July 1992 by
“Tsyklon” launcher. The satellite’s body is cylindrical,
with weight about 250 kg. Solar batteries are mounted
on the side surface of the body. The satellite is provided
with 8 GGACS and has two conal weak-directional
aerials that allow to establish two- or three-channel
connection on frequencies 200—400 MHz. The on-board
memory storage is 8 Mb.

In 1991 Ural-Cosmos Corp. announced that work was
began on the Personal Satellite Communication Sys-
tem (PSCS), The general contractor was Makeyev De-
sign Bureau of Machinostroyeniya (Miass city). The
satellites (SPC-Satellites) were to be orbited by a mod-
ified production-type submarine missile “Shtil” at al-
titude 560~700 km and inclination 76°. The satellite
being developed weighs about 280 kg, has a GGACS
and a PMACS, jointly designed by All-Russia Scientific
Research Institute of Electromechanics (VNIIEM) and
Keldysh Institute of Applied Mathematics (KIAM).
These two ACS provide the satellite with a unique ori-
entation to the Earth’s surface. During the first stage
of design of PSCS it is planned to establish elecironic-
mail communication mode. The work on the project is
currently suspended.

Satellite “Start-1", which is a part of the space rocket
complex with the same name, is being developed by a
consortium headed by the Moscow Institute Teplotech-
niky, which designs and manufactures mobile ballistic
surface-based missiles SS-25. These missiles are subject
to destruction according to the Strategic Arms Redue-
tion Agreement. With a slight modification this rocket
is able to orbit, if inclination is 83°, a load of 350-

400 kg at altitude 700 km. In early 1893 a demonstra-
tion variant of the satellite with mass of about 250 kg
was orbited. [t was provided with a GGACS with vari-
able boom length. By manipulating the boom length
the satellite can be overturned if necessary to ensure
a unique orientation. The turn-over is made around
the normal axis to the orbit plane. At the first stage
of development electronic-mail and real-time commu-
nication modes are planned (the latter for two corre-
spondents within visibility zone of one satellite only).

In 1992 NPO Polyot (Omsk) orbited an experimen-
tal communication satellite “Informator-2”, which was
based on the satellite used in COSPAS-SARSAT sys-
tem. It weighed about 900 kg and was provided with a
GGACS with controlled boom position relative to the
satellite body, which allowed to decrease the amplitude
of forced oscillations of the satellite in the steady-state
mode.

The joint global communication project announced
by NPO Polyot and NPO ELAS is based on a small
satellite “Courier-2" with mass about 870 kg, altitude
1000 km, inclination 83°. The ACS includes four con-
trolled electric flywheels.

The space communication system Radiokniga is be-
ing designed by Space Research Institute and SLV
Company. Presumably, production-type UHF/FM ra-
dio stations and currently working on-ground sys-
tems (MVD'’s, Russian Central Bank's, Vostok Bank's)
will be used. The commercial re-transmitter is a non-
oriented satellite with mass about 10 kg and a octo-rod
aerial. It is planned to be orbited from the equator by
a geodetic rocket or an airplane-based rocket.

The second most intensive field of small satellite
applications is the scientific and technological exper-
iments. The Moscow Aviation Institute continues to
develop a series of SAC (Small Autonomous Canister)
satellites. These weigh about 1540 kg and are non-
oriented, with the exception of SAC-A satellite (aero-
dynamical), which has a passive aerodynamical ACS
with magnetic hysteresis rods (2], Several such satellites
were orbited through the docking openings of Saljut-7
and Mir orbital stations.

NTC Photon of Samara Aviation Institute jointly
with Central Specialised Design Bureau (Samara) dur-
ing the period 1989-1993 designed and orbited five
non-oriented satellites PION for conducting control of
current atmosphere state along the satellite trajectory
using external trajectory measurements. These satel-
lites are spherical, with diameter 0.33 m and mass
about 50 kg. They were orbited as piggyback with the
Resurs-F research satellite.

The satellites Magion-1 (15 kg), Magion-2 and Magi-
on-3 (50 kg each) were designed by Space Research In-
stitute jointly with Chechoslovak Academy of Science.
They were orbited in 1978, 1989 and 1991 together
with Intercosmos-18, 24 and 25 satellites respectively.
Magion-1 had a passive magnetic ACS with magnetic
hysteresis rods, and the other iwo had a liguid nuta-
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tional damper. They were used for an investigation of
the geomagnetic fleld and the processes in the Earth's
magnitosphere.

More small satellite projects are described in [4].

Universal Small Space Platform (USSP)

On the basis of wide use of the practical experience
gained during the design, manufacture and operation
of multi-purpose spacecraft Meteor, Resurs-O, Plan-
eta, for the purpose of meeting the demand for cheap
spacecraft both in Russia and abroad, a series of small
satellites are currently being developed. These satel-
lites are designed as universal space platforms which
can carry payload equipment for various scientific and
commercial purposes,

USSP is designed as a compact universal stabilized
platform for commercial, applied, scientific and re-
search purposes, The main characteristics of USSP are
as follows. Firstly, the platform is non-hermetic. This
reduces the mass and cost and allows to easily rear-
range the payload equipment. [t also increases reliabil-
ity of the satellite because one of the most probable
causes of failures of its elements over a long period of
time is decompression. The accumulated experience of
non-hermetic constructures design, including provision
of a certain thermal mode for on-board devices in or-
bit makes it possible to successfully solve all arising
technical problems.

Here are the basic technical chatacteristics of USSP.

s Total weight 80 kg including payload weight upto

25 kg.

o Circular orbit with altitude 900 km and inclination
82° (if orbited as piggiback with Meteor satellite)
or sun-synchronous orbit with altitude 850 km and
inclination 88° (if orbited with Resurs-O).

¢ Attitude pointing precision toward Earth 5-7°.

» Tightless body and bearing structure are based on
formed and sheet carbon-composite materials.

e GGACS with Eddy-Current Damper (ECD), de-
ployable boom and a PMACS with total weight
about 6 kg provide the satellite by unique pointing
attitude orientation toward Earth. If necessary, a
pitch filywheel is installed to provide three-axis ori-
entation.

¢ Electrical power supply system consists of an un-
orientable solar battery and an accumulator. It
supplies a power of 20 or 40 W. On-board volt-
ageis 2TV,

» Passive thermocontrol system consists of heat pro-
tectable materials, heat pipes, special coatings and
radiators.
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¢ Service radiomensuring system consists of com-
mand, hardwired telemetry and trajectory mea-
suring sub-systems with weight 8 kg.

® Aerial-feeder equipment is proposed for transmit-
ting telemetry and payiocad’s information.

e On-board systems control is done by a computer.

e The first experimental satellite is going to be
launched in 1995 as piggy-back on the Resurs-O
satellite board.

The satellite is being designed and manufactured by
VNIIEM in cooperation with other industry organiza-
tions and KIAM and NPP ARGON. KIAM and NPP
ARGON build software and carry out mathematical
modeling of the satellite dynamics, as well as process-
ing of flight testing data.

Let us now proceed to the questions of mathemat-
ical modeling of satellite attitude dynamics and ACS
parameter choice,

When a satellite project is designed, a strong atten-
tion is given to mathematical modeling of the satel-
lite's dynamics. If a passive ACS is used with charac-
teristics that are not measurable or variable during the
flight, motion modeling becomes extremely important
for both ACS parameter choice and orientation sensor
data processing.

ACS Composition and Operating Scheme

ASC composition for USSP is defined by two basic
requirements for attitude motion mode: a small ampli-
tude of oscillations of the longitudinal axis around the
local vertical (orientation accuracy) and a unique ori-
entation of the boom with the damper with respect to
the Earth (orientation uniqueness), The ACS described
includes a deployable boom with an ECD at the tip, a
“magnetic spring”, cages and other auxiliary devices.
The boom with the damper, when deployed along the
axis oriented, creates a restoring torque in piich and
roll. The ECD consists of two concentric spheres. The
inner magnetised sphere (the “float”) tracks the lo-
cal geomagnetic field direction, the outer non-magnetic
conducting sphere is fixed to the boom. When the float
rotates with respect to the outer sphere eddy currents
are created in the latter and the rotational kinetic en-
ergy of the satellite is dissipated, the satellite thus be-
ing drawn into one of the asymptotic equilibriums.

The problem of uniqueness of attitude mode is solved
by using 8 PMACS. After separation from the launcher
the satellite is brought into a preliminary orientation
mode. This mode is so chosen that it provides initial
conditions of motion after boom deployment, needed
for unique orientation. In contrast from current coils
traditionally used for creating a dipole magnetic mo-
ment, here a so called magnetic spring is applied—a
device that provides an elastic link between the float



and the body of the satellite [3, 4]. An analogous sys-
tem was proposed for the SPC-Satellite [3]. It allows
to decrease the ACS mass and energy consumption.

Let us consider a brief ACS operation scheme. Af-
ter separation of the satellite from the launcher float
is uncaged and magnetic spring is turned on. The float
(a strong permanent magnet) is quickly drawn into ro-
tation by vector H of the local geomagnetic field in-
tensity, the dipole moment axis of the former nearly
tracking the direction of the latter. Relative rotation
of the damper spheres creates a viscous friction torque
(damping torque). The satellite, whose motion is ba-
sically determined by this torque (gravity torque may
be considered a perturbing one}, is carried along with
the float. Simultaneously, initial angular velocity per-
turbations arising from separation are damped. After a
certain period of time the angular velocities of the float
and the satellite become nearly equal; the satellite en-
ters an asymptotically stable rotation together with the
geomagnetic fleld vector. Up to this moment the influ-
ence of the spring is not substantial. The spring allows
to orient the longitudinal axis of the satellite along H
uniquely. This effect is due to the fact that the float
has only one asymptotical equilibrium with respect to
the satellite body, when there is a magnetic spring. The
satellite is in the magnetic orientation mode.

When the satellite passes a near-geomagnetic-pole
area, where H is almost vertical, the spring is turned
off and the gravity boom is deployed. After the tran-
sient motion period the longitudinal axis tracks the
local vertical and the satellite is in & uni-axis grav-
ity gradient orientation mode. This mode is similar
to forced periodic oscillations, whose parameters are
essentially determined by the gravity restoring torque
and disturbance damping and aerodinamical torques.
The characteristics of such métions can be calculated
and, provided the right choice of torque approximation,
used for ACS parameter determination.

ACS Parameter Choice

ACS parameter choice is made in two steps. First,
taken the magnitudes of disturbance torques, possible
deviation of the longitudinal axis from the local vertical
in the nominal mode, and constructive requirements,
the main parameters of the GGACS are chosen—boom
length, ECD mass and its damping coefficient. Further,
given these characteristics as well as tensor of iner-
tia of the satellite with undeployed boom, we choose
meagnetic moment of the float and magnetic spring pa-
rameters. The main PMACS characteristics are fast
response and reliability of providing the needed initial
conditions at the stage of boom deployment. GGACS
and PMACS parameter choice is made using simplified
motion models which only take account of the basic
factors of motion. This permits to lessen the dimen-
tionality of GGACS, PMACS and satellite parameter
space. The parameter choice can then be seen as a pro-

cess of optimization of required characteristics in this
parameter space.

The satellite is in & near-polar orbit with inclination
close to 80° and a negligibly small eccentricity. There-
fore, on this stage of dynamics analysis the nominal
motion could be taken to be the motion in a polar
circular orbit. This motion exists under some tradi-
tional assumptions made in the research of this kind.
These assumptions deal with the models of geomag-
netic and gravity fields, the atmosphere, the interaction
between the latter and the satellite body, the interac-
tion between float and geomagnetic field and between
float and magnetic spring. The basic advantage of the
model built on these assumptions is that the dynamics
equations have periodical solutions, which can be an-
alyzed by the well developed mathematical procedure.
Periodic motions are a good approximation of the real
motions, and thus can be used as nominal attitude mo-
tions. These periodic motions are found by using the
Newton method, and their behavior for various sets of
satellite and ACS parameters (amplitude, stability, ete)
is analyzed by method of prolongation by a parameter
[5].

It should be mentioned that the USSP GGACS pa-
rameter choice scheme is analogous to that of SPC-
Satellite.

Let's now consider the process of GGACS parame-
ter choice. The relationship between the damping co-
efficient ky and the equatorial and axial moments of
inertia of the satellite, A and B, are chosen with re-
gard to the characteristics of nominal motions in grav-
itational orientation mede (boom deployed, satellite is
considered axi-symmetrical). While choosing the val-
ues of k4, A, and B two contradietory requirements
have to be held in consideration: reduction of oscilla-
tion amplitude and transient period length. As a main
criterion we will use the orientation accuracy, i.e. the
maximal deviation amax (during one revolution) of the
longitudinal axis and the local vertical, To calculate
the aerodynamical perturbations, reliable information
must be obtained about the state of the atmosphere for
the needed period. Moreover, there is in principle a pos-
sibility to vary the aerodynamical perturbations, for
instance, by shifting somewhat the center of pressure
of the satellite. Therefore, when choosing the damp-
ing coefficient ky, given @mas, only damping torque,
but not aerodynamical, is reckoned. The contribution
of the aerodynamical torque is estimated afterwards.
Besides that, the satellite will be orbited at altitude of
800 km, where aerodynamical torque is not large.

When choosing the equatorial moment of inertia of
the satellite A, active perturbative torques must be
considered. The main perturbation in this construction
is, apparently, due to residual magnetization. Given its
characteristic values, as well as known empirical rela-
tionships between ECD mass and its damping coeffi-
cient and magnetic momentum of the float, we took
& value of 50 kg:m? for equatorial moment of iner-
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tia. This value may be changed later. If the satellite
with undeployed boom has equatorial moment of iner-
tia 1.91 kg:m? and axial moment of inertia 1.56 kg-m?,
an equatorial moment of inertia with deployed boom
requires approximately a boom length 6 m and ECD
mass 1 kg. Then, with a.¢=3° we have k; about
0.0026 N-m-s.

The first stage of motion is the transient period
and preliminary magnetic orientation. The ECD flost’s
magnetic momentum my should be defined in advance.
From the results of the research of periodic motions of
the satellite with a permanent megnet, it follows that
my can be chosen so that the amplitude of oscillations
of such a satellite is small enough and the oscillations
are separated from the resonance areas. These condi-
tions are satisfied by my value of 2.7 A-m?, This value
lies in the optimal area of possible values of my with re-
spect to the criteria of minimal amplitude and minimal
value of my itself.

The value of magnetic field intensity H. in the cen-
ter of magnetic spring is found from the condition of
minimization of the transient motion period and the
angle of deviation of the longitudinal axis from the lo-
cal vertical above a geographical pole in the magnetic
orientation mode. In order to accomplish this, periodic
oscillations of the satellite around vector H were ana-
lyzed. The shortest transient period corresponds to H,
about 9 A/m.

At the second stage complete dynamics models are
used. These modes include accurate representations of
the Earth's magnetic and gravitational fields. The orbit
is defined as a predetermined trajectory in the inertial
space. Non-stationary orbit may be used, by setting
revolution-averaged oscullating elements.

The Earth's magnetic and gravitational fields are ap-
proximated using the known theory of expansion of the
Earth's magnetic and gravitational potentials in series
of spherical functions. Two representations are created
for the magnetic fleld. One, the faster, uses the four
first multi-poles. The other is the standard expansion
into a series of Legendre polynomials upto 10th order,
with complex coefficients. The aerodynamical torque is
defined by the location of the center of pressure in the
satelite body, the section area and the drag coefficient.

Numerical modeling of the satellite dynamics in
the magnetic and gravitational orientation modes that
were made using a software complex for exact numeri-
cal modeling has given satisfactory results.
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Abstract

In course of the international missions “Activniy”
and “Apex” Czecho-Slovakian Magion-2 & Magion-3
subsatellite with a magnetic stabilization have been
separated from Russian gravity-gradient stabilized
Intercosmos-24 & Intercosmos-26 satellite respectively.
Perhaps Magion-2 is the first magnetically stabilized
spacecraft with viscous annular damper.

This paper describes oscillation damping for a space-
crafl, containing a constant magnet and a toroidal cav-
ity, filled up with viscous incompressible fluid. The av-
eraging method was used to get closed form solution
for the spacecraft oscillation amplitude with respect to
the magnetic field line. The optimal damper parame-
ters are found. The results of a laboratory experiment
in which oscillations about vertical of a rigid body, sus-
pended by elastic string and carrying toroidal viscous
damper are presented. The observed damping and pre-
dicted one are compared. The results of the Magion-2
& Meagion-3 spacecraft attitude determination are pre-
sented.

Key words: Magnetic stabilisation, Viscous fluid
damper.

1 Introduction

Traditionally the spacecraft stabilized along the mag-
netic field line is equipped by oscillation damping sys-
tem using magnetic hysteresis. On the other hand
toroidal fluid damper is widely used for spin stabilized
spacecraft nutation damping. To avoid unpredictable
distortions of the magnetic situation on Magion-2 &
Magion-3 subsatellite it was decided to abandon a
traditional damping system and to use viscous fluid
damper. The paper presents some results in this new
problem.

The content of the paper is as the following. Section

2 presents a new approach used to get closed form so-
lutions in the field of magnetically stabilized spacecraft
attitude motion. In section 3 we study the oscillations
of a rigid body with toroidal fluid damper. Section 4
presents laboratory experiment results in comparison
with analytical one. In section 5, combining the tech-
nique of section 3 and the approach of section 2 we get
approximately closed form solution to the problem of a
spacecraft with viscous fluid damper attitude motion.
In section 8 we discuss the main results of subsatellites
actual attitude determination.

2 Oscillations of a spacecraft with a large mag-
netic moment

We will consider the spacecraft oscillations in the
plane of magnetopolar, Keplerian, elliptical orbit on
the assumption that the spacecrafl possesses a large
magnetic moment. The two-dimensional problem is
much simpler than three-dimensional and can serve as
a model. However, this problem includes fundamental
perturbations of stabilization with the magnetic field
due to motion of a spacecraft along nearly polar orbits,
which makes it very important.

We will introduce the coordinate system OXY Z, the
plane of which coincides with the plane of the polar or-
bit, while axis X is directed toward the ascending node
and axis ¥ is directed toward the pole of the earth. We
will assume that the axis of the magnetic dipole coin-
cides with axis Y. Oscillations of the spacecrafl in the
plane of a magnetopolar elliptical orbit is determined
by the equations

A¢ = —IsHsin(p —7), (1)

= ﬁz-\}l+33in3(w+6)

In Eq. (1), ¢ is the angle between the axis of the satel-
lite magnet and axis X; A is the spacecraft principal
moment of inertia relative to the axis orthogonal to the
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plane of the orbit; Is is the magnetic moment of the
spacecraft; H is the magnetic fleld at & current point
along the orbit; v is the angle between the direction
of the magnetic fleld line at & current point along the
orbit and axis X; ug is the magnitude of the magnetic
moment of the earth’s dipole; Rs is the magnitude of
the radius vector; w is the longitude of perigee; and ¢
is true anomaly at time ¢, One should note that other
torques acting on the spacecraft are not taken into ac-
count in (1), It is assumed that they are much less than
magnetic moment.

Eq. (1) can be reduced to its dimensionless form by
substitution

T=Ty =wo(t—=tx),

where wo is the mean motion, r — 7 is the mean
anomaly. The index “x”" corresponds to the moment
when the satellite passes the perigee. In dimensionless
form

&5 = —ac(9) sin(p — 7), a = Ispe/Ap

o(d) = (x;%.:q.z)’ 1+ 3sin*(w + 9)

Let a > 1 so that

(2)

e=1/ya=wolwy <1,

where wy is the rate of the spacecraft small oscilla-
tions in the magnetic field corresponding to the orbital
perigee. Now we consider the fast time =

e2=T-1n

Then, taking into account that variables d and v are
some functions of slow time r, we obtain

d*p/ds® + Q(r,p) =0, °
Q(r,p) = c(9) sin(yp ~ %)

To analyse Eq. (3) we will use the averaging
method!?. The unperturbed problem (¢ = 0, r = m,
¥ = fy, ¥ = 70) describes the motion of simple pen-
dulum with the equilibrium position . Introduce the
pendulum energy

M = (dp/d2)?/2+ V(r, ¢) (4)
V(r,¢) = [ Q(r,¢)de = e(9)[1 — cos(p — 7)]

If in the initial moment % < 2¢c, then the system is
in the domain of oscillations, if the inverse inequality
is satisfied then it is in domain of rotations. The am-
plitude of oscillations F' is an essential parameter of
the motion in oscillation domain, the energy H - in
rotation domain. We will now study the evolution of
F variable in the oscillation domain. The results for
rotation domain are presented in®.

Equation (3) describes a Hamiltonian system with a
single degree of freedom with a Hamiltonian that is a
function of the slow time. The action integral I in this
problem is an adiabatic invariant. In the unperturbed

(3)
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system, the oscillations are symmetric relative to the
equilibrium position with an amplitude F that is con-
stant along each solution. We will define in terms of
Fi(r) the maximum, and in terms of F3(r) the mini-
mum value of coordinate F for perturbed motion. As
it is known?, for the domain of oscillations

Fl .F'.
I=f (/2 ] Q(r, ¢)dpda = const, (5)
2 q
Fy
J Qi p)de =0 (8)

From (8), taking into account (3), we find that
1
(Pt Fa) =,
and then
Fi=vy+F, F=%-F, (7)

i.c., perturbed oscillations are symmetric relative to
slowly changing values of ¥ with the amplitude F. Sub-
stituting (7) into (5), we obtain an equation for deter-
mining F. Omitting complex calculations, we find that

F
«c(d)fx/cont-m?du:md
0

It can be shown that

[ ez = Fda = 2/AW(F),
0

W(F) = E(k) - K7K(k),
k = sin(F/2), k' =1~ k?,

(8)

where K and E are complete elliptical integrals of the
fizst and second kind with a modulus of k. Using the
second Eq. (2), we finally have

W(F) = W(Fo)G(9),
3/2

R e e

where Fj is the initial value of the amplitude.

Numerically solving Eq. (9) does present any difficul-
ties. On the other hand, using an expansion of complete
elliptical integral in a series with the modulus k and
taking into account two of the first terms, we obtain
an approximate closed form solution in the form

F = Fy\/G(9) (10)

3 Oscillations of a rigid body with a toroidal
cavity filled with a viscous liquid

We consider the planar oscillations of a rigid body,
in which there is a toroidal cavity entirely filled with
a viscous incompressible liquid of density p., about an
axis parallel to the axis of the torus. To simplify mat-
ters we will assume that the centre of the torus is at

(9)



the centre of mass of the system or at s fixed (station-
ary) point, if the latter exists. We shall assume that
e=a/R < 1, where R is the radius of the torus and a
the radius of the tube forming the torus.

We introduce a cylindrical system of coordinates with
its origin at the centre of the torus, the z axis directed
along the axis of the torus and the coordinate lines r
and ¢ in a plane perpendicular to the z axis. For small ¢
the component of the absolute velocity vector V satis-
fies the conditions V, < V,, V; < V,. We will therefore
drop the terms containing V;, V; in the Navier-Stokes
equations for V4. The equations of the motion for the
body with liquid become .

ALS + Msing = N(Va) (11)
Ge=v (G5 T - ),
Vols = $rls

where A is principal central moment of inertia of the
rigid body about the z axis, ¢ is the angle of rotation of
the body about the z axis, M sin ¢ is restoring terque,
N is the moment of the forces exerted by the liquid on
the body, v is the kinematic viscosity of the liquid, and
S is surface of the torus.

System (11) will subsequently be reduced to an in-
tegrodifferential equation describing the oscillations of
the rigid body. We will transform the coordinates by
putting r = z + R in the last two equations of the
(11) and reduce the system to non-dimensional form
by means of the substitution

r=wt, u=V,/(wR), £ =2/a, ( =2/8, v’ = M/A

where w is the frequency of small oscillations of the
rigid body. We obtain

N/(Au?)

@+sing = (12)
- _v_[“”_“ (_= Bes
i T 6{"'+ 1+¢E) E3
()
3 \1+e) |’
sy = @(1+¢f) (13)

where as before ¢ = a/R; the dot denotes differential
with respect to .

If the solution of the boundary-value problem(13) is
sought as a series in powers of ¢, the expression for the
principal terms is

LW iy 8 !
s e | (%?’- - 8_(’) y Blpgo=1 =9 (14)

We shall seek a solution of problem (14) satisfying
the initial condition u|¢=¢ = 0. In the £, { plane we
introduce coordinate p, # by putting £ = pcosé, { =
psin 6. Thanks to the symmetry of problem (14), for
sero initial data u depends only on p and r, and Eq.
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(14) becomes:

i=w(P¥+38),

o=y = uls; o =v/(wa?), uls=¢

(18)

Following Joukowski’s we will find the solution of
problem (15) such that uls = 1 and then use the
Duhamel integral.

We now take a Laplace transformation of (15). The
solution of Eq. (15) in transforms, which is bounded
at p = 0 and satisfies the boundary condition, has the
form

u.(p,p) = lo (p p/wo) /1o (\/Pf_'-'n)

where I is the Bessel function of an imaginary argu-
ment of order nero and p is transformation parameter.
By the inversion formuls, we have
T4i00

u(p,7) = E%_-‘- / ;exp(ﬂ)ﬂ-(ﬂ, p)dp

(18)

The singular points of the integrand are pole at zero
and poles at a denumerable sequence of points p; - the
roots of the equation Ip (\/n fyo) = 0. We will use the
following notation: ¢g is the residue of the integrand at
p =0 and c; is the residue at py. Noting that [(z) —
1 as z — 0 and changing to Bessel functions of real
argument of sero and first orders, we obtain

g = 1,
cx ~2exp(=Advor)Jo(pAs)/ Aed1 (M)

where Ay are the seros of Jo. Eqs. (18) and (18) yield
the solution of the boundary-value problem 15 when
us = 1. When us = ¢ we use the Duhamel integral to
obtain

u(p.r):jf:%l {1-2iup
0

(17)

2 Jo(pAe)

[—At"b(f 5 l'f)] AbJI(X§) } d”

In this approximation the viscous force exerted

by the liquid on the torus wall per unit area is

p-v[8V,/8(ap)||p=1 (we recall that p. is the den-

sity of the liquid) and the torque of the forces ex-

erted by the liquid on the rigid body is N =

—4x? R3wp.v(8u/8p)|p = 1. Using the fact that Jy =
—Jy we deduce from (18), (12) that

(18)

#+sing = —a [ LHAT(r ) dn,

B(r-n)= }::l exp [~ Afwo(r = )] ,

a =8’ Rp.v/(Aw), v = v/(wa?)

(19)



To obtain & bound for the value g of the right-hand
side of Eq. (19) we proceed as follows:

9l < aK / £(r - n)dn
0

— 1
aK ) —— (1 =exp(=Ajwor)
g Azw L k ]

. B
A Az-—uK.K-mquLn—A

Here we have taken into account that

AT 4054 =1/4,
a/(4v) = B/A, B = 2x?R%a?p.

(20)

where B is the moment of inertia of the liquid about
the axis of the torus.

On the other hand, it follows from (19) that ¥ <
1+ |g] € 14 uK, which yields K < (1 - u)~L.

Let us assume that the moment of inertia of the lig-
uid is significantly less than that of the body; then
# < 1 and g = O(u). We consider small oscillations.
To analyse (19) we use the method of averaging.

In the unperturbed problem (4 = 0, |¢| < 1) we
have

@p=a.sinT+b.cost
¢=a.cosr —b.sinr

Choose a., b. as the new variables in problem (19).
After some standard algebra, omitting terms of second
order in u on the right, we obtain

T =

nflc-(n) sinn+b.(n)cosn|B(r — n)dn (21

Carrying out the integration and dropping terms of
the second order in u, we get

d. = axcosT i‘ Ga(7),
k=1

b. = —asinr E Ge(7),
k=1

Gy = {b.(r)sint — a.(r) cos 7+
Aivola.(r)sinT + b, (1) cos 7]+
[8+(0) = Afwob. (0)] exp(=AFwor)}/(1 + Afud) !

Averaging the right-hand sides of Eq. (22) with re-
spect to T from 0 to co, we find that

d. = a(-a.Zy +b.2,)/2,
‘. = G(—G.EQ - b.ﬂ[)/?.

mi= £ ol
@ 3
2'2 = kgl r:‘i‘?an
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Figure 1: The optimal damper parameter

Integrating these equations with due allowance for the
value of @ as in (19), we obtain the following expression
for the amplitude F = /a2 + b2 of the oscillations:

F = Fyexp (-2£-fwt),
$=E oy =

The damper will be optimal if f is a maximum. The
figure 1 represents the function f(1p). The optimum
value of the nondimensional viscosity v is 0.158.

4 The laboratory experiment

The analytical results presented above are approxi-
mate and have been obtained under some assumptions.
To estimate these closed form solutions accuracy the
laboratory experiment has been carried out.

The figure 2 presents the sketchy description of the
experiment. We study the plane oscillations about ver-
tical of the steel disc(*) suspended by the steel string(?)
and carrying damper in the form of toroidal tube!?) en-
tirely filled with a viscous fluid. The plate(*) with the
number of holes (dots on the plate) is attached to the
disc. At some time the light of the bulb(®) falls down
on light-dependent resistor(®) passing through the cor-
responding hole. The signal from light-resistor is dis-
played on the plotter!” against time.

The disc oscillations will be determined by the Eq.
(11) if we add in the first of them the term describing
the energy dissipation in the air and in the string. We
assume that this term is linearly proportional to the
disc angular rate.

Three experiment have been pursued: with damper
filled with water, mercury and without damper. The
last experiment have been performed to obtain and ex-
clude the energy dissipation in air and in the string.

The figure 3 shows the decrease of the oscillations
amplitude F against time. The curves marked by “W”
and “M” present closed form solution in the experiment
with water and mercury respectively. The dots mean
measurements. Taking into account that the measure-
ment accuracy in the experiment is about 1 degree one



Figure 2: The description of the experiment

can conclude that analytical and experimental results
are in good agreement

Figure 3: The results of the experiment

5 The damping of a spacecraft oscillations us-
ing annular fluid damper

We will consider oscillation damping for 8 magneti-
cally stabilised spacecraft with toroidal fluid damper.
We study the spacecraft oscillations in the plane of
magnetopolar elliptical orbit. We assume that torus is
located in this plane. The spacecraft equations of mo-
tion will take the following form (see Egs. (1), (11))

A%$ + IH sin(p —7) = N(Vy)

av, a’v, av, a’v v,
Feev(FRe i g -8),
Vols = %rs
Using the approach of section 2 and technique of sec-
tion 3 one can obtain the closed form solution to the

amplitude F of spacecraft oscillations with respect to
magnetic field line*. We give here a final result:

F=F [‘—é‘%"fl] vt exp [—-—J—l_!fi 2 ] ) (23)
A=(1-¢)2 } c(9)f(1 + ecos )~ ?dd,
do

f=w 5 [e(9)+Mug]™

As it follows from (23) the damper influence is deter-
mined by one dimensionless parameter vy, Since the
integrand in (23) is a 2x-periodic function with respect
to ¥, it is possible to seek for an optimal value of vy
such that A(27) — max.

It turns out that for diameter of torus about 20 cm,
diameter of tube about 1 cm and period of spacecraft
oscillation with respect to magnetic field line about 4
min optimal value »?* is very close to dimensionless
viscosity of mercury,

6 Magion-2 & Magion-3 subsatellite attitude
determination results

Each of the subsatellite has onboard two toroidal
fluid dampers filled up with mercury. The damper pa-
rameters are close to ones mentioned above.

To present actual attitude motion we consider the
unit vector along & magnetic field line and project the
end of this vector onto the plane orthogonal to the
magnet axis (see Figure 4-8). If a point belongs to the
smallest circle the angle between the magnet axis and
magnetic fleld line is equal to 5 deg. If it belongs to the
next circle this angle is equal to 10 deg and so on. A
number on a curve means time (min). Figure 4, shows
the typical Magion-2 spacecraft attitude determination
resulis. One can see that maximum amplitude of oscil-
lations with respect to magnetic field line is about 25
deg.

The Magion-3 attitude motion differs from one de-
scribed above, The subsatellite is equipped by gas jets
to provide orbital maneuvers. Unfortunately we've got
a large eccentricity between §V direction and the center
of mass position. This causes a large disturbing torque
and can lead to loss of stabilisation.

Figures 5, 8 show the orbital maneuver influence on
spacecraft stabilization. The moments of maneuver are
marked by My,..., My. The time separation between
the motion presented on these two figures is about 1
day. It should be pointed out that the amplitude of
oscillations is rather small before the first maneuver
M), and before the maneuver My, in other words in this
case the damper restores the spacecraft stabilisation in
a time about 1 day.
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Figure 4: Magion-2 spacecraft attitude determination.
Revolution 2402,

T v’

Figure 5: Magion-3 spacecraft attitude determination.
Revolution 313.
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Figure 6: Magion-3 spacecraft attitude determination.
Revolution 325,
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Abstract

The use of highly elliptic orbits for communication
services can be analyzed according to several
parameters, but the final parameter which will
detlermine the adoption of a system instead of
another one is the cost of the space infrastructure,
when deployed into the selecled orbt. Thus, the
selection of mission parameters has to be made by
comparnng their impact on overall system costs.
The major parameters concem with:

- coverage,;
- number of satellites;
- orbil altitude, inclination, elliplicity.

In general, above parameters have o be selected
according to the service requirements, but from
their choice will denve the system compiexity and
the cost, including also the launch cost. Thus, the
definition of a convenient space infrastructure for
new services has 1o be assessed through extended
trade-offs of above elements, at least. The purpose
of this paper is o identify major ruies capable to
help and simplify the system definition process.

Several architectures are analyzed and compared
with many orbit periods. The following topics are
considered:

- coverage requirements and mask angle selection;
- radiation environment lypical of the selected orb;
- orbit acquisition and orbit control strategies.

Orbit acquisition is of paramount importance, since,
in general, launch cost is a large share of overall
system deployment costs. So, the orbit acquisition
has lo be considered also with reference lo the
performances of the available launchers, in order o
comrectly use the launcher capability. A companson
among three launch strategies is presented.

The orbil control is also an important parameter,
since it determines the mass of spacecraft, the
relevant cost and the launch cost. So, a control
strategy having reduced requirement of propellant
mass has 1o be adopted, as the in-plane
maneuvers.

Orbit selection has also to be considered with
respect to spacecrafi atlitude, as dictated by the

specific service requirements. In general, the major
technical and cost problems concem with the
antenna system, which may assume very different
configurations according 1o the orbit choice. For
instance, the compensation of zooming, the
steenng of antenna beams, the rotation of the
antenna patlem around the spacecraft nadir axis
are typical elements impacling the spacecraft
complexity and cosl. All sbove elements are
dependent on the selecied orbit.

The paper addresses above matter and 1Iry to
dentify the problem solution and the rules
applicable to similar cases.

Introduction

The adoption of eiliptic orbits for mobile services
allows a valuable reduction of muitipath
interferences at high latitude zones. The multipath
reduction is obtained through the combined effect
of: a) Increasing the grazing angle af the user site;
b) adopting directive antennas, still low gain and
large beam, but with no gain at low altitude angles.
In any other system, the user's terminal makes use
of an omni-directional antenna, which makes the
terminal sensibly affecled by signal reflections,
especially al low grazing angles. This is the typical
case of mobile services provided with geostationary
satellites at high latitude zones.

A wide vanety of elliptical orbits may potentially
solve the problem of increasing the grazing angle at
the user site. Orbils having inclined of about 64°,
can be preferred because of:

« their stability,
« the advantage they present with respect to polar
orbits in terms of launch performances.

The orbit altitude is a parameter which has lo be

considered in terms of:

+« number of satelliles necessary to a continuos
service,

s lotal mass in orbit,

+ launch requirements,

+ impaci on space environment.
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Above aspects have to be considered case by case.

Review of Candidate Orbits

A review is presented of some typical orbits and
constellations, with different orbit penod, ranging
from 6 to 24 h. The reference mission s a
communication service in the northem Eanh

emisphere.
ORBITS Orbit COVERAGES
Period (h)

TUNDRA 24 40" users min. slevabion over
MIO /16h 16 5 Cudry i SN et
MOLNYIA i2 Ewope.

MIC/8h 8 45° users min. shevabon over
MIO/8h 6 Far East.

All above constellations can provide continuos
coverage over the northem Earth emisphere. Of
course, the spacecraft design and the launcher
requirements will be different according to the
mission.

The following cases have been analyzed, in order to
evidence the geographical zones of polential

service:

o use of 2 sateijlites in Tundra 24h orbit;
‘. use of 6 satellites in MIO/16 orbit;

3, use of 3 satellites in Molnyia 12h orbit;
4&5. use of 5 and 8 satellites in MIO8h orbit;
6. use of 8 satellites in MIO/6h orbit.

In the case of Tundra orbit- (see Fig. 1), a limited
area is covered with two satellites. The advantage
of Tundra orbit is the possibility to introduce a
service in a selected area with limited investment.
The deployments for wordwide service may be
made in steps, in correspondance of the areas of
interest, as the market requirements anse. Satellites
in Tundra orbit may be of interest for radio
broadcasting .

Molnyia orbits (see Fig. 2) also may be used. |t has
to be noted that in Molinyia orbils the delta losses,
due to change of satellite-io-earth range distance,
have greater impact on the overall sysiem
performances, due to the higher dynamic vanation
of the orbil altilude with respect to Tundra orbit
type. Delta losses anse when the spacecraft goes
from the hand-off initial point to the apogee point
and viceversa to the final hand-off point. Also the
zooming of the antenna coverage is more enhanced
in Molnyia orbit, making more complex (and costly)
the spacecraft anienna design, when referred o
Tundra orbit, for istance.
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In the case of MIO/16h (see Fig. 3) a system of 4
satellites would present coverage limitations, while
a constellation of S satellites might be a good
solution, with five different orbit planes. Another
solution, which couid be convenient in lerms of
coverage and launch depioyment, is a consteilation
of 6 satellites in 3 orbit pianes. This configuration
provides 50" of mask angle for Europe and Far
East.

For MIO 8h orbits we present two cases:
a) 5 satellites (see Fig. 4);
b) 6 satellites (see Fig. 5).

A solution with MIQ 8h orbit case and 8 satellites
(see Fig. 6) may also be adopted. The potential
advantage of this configuration is the low allitude of
the orbits. The increased number of satellites does
not direclly imply higher mission costs since the
production cost of several spacecrafl is driven Dy
the production organization and the cost per Kg
may become very low in @ mass production.

Ancther point which may suggest the adoption af a
numerous constellation is the possibilily to have
coverage overiappings which provide additional
resources 10 selecled zones. Of course, the
interference problem has o be soived. In general,
the adoption of spread spectrum techniques makes
possible this type of approach.

Orbit Control Strategy

Orbit control is of paramount importance when
dealing with inclined and eccentnc orbits.

The spacecraft orbit control strategy must be
considered in the frame of the seiecled
constellations. The spacecraft musl be maintained
properly phased in order to avold any discontinuity
in the service coverage. That is. in orger lo satisfy
the mission requirements and to continuosly provide
the selected services il is needed to maintain the
constellation geometry.

Due to the perturbation effects the nominal
consteilation geometry and phasing will degrade.
Hence. an orbit. control strategy has to be
implemented in order o mantain the constellation
architecture,

A low-cost orbit control strategy can be adopted
which is addressed only to control the orbit subtrack
and the relative shift of satellites in same orbil
planes.

This controi strategy is based on in-plane
maneuvers only. It consists in determining a
semiaxis vanation which canceis the total subtrack
shit or puts the subtrack on the other side with
respect to the nominal position.



Above strategy has been specifically studied for
HEO orbits and may be applied to any allitude (see
[1] ). The principally advantage of this kind of
strategy s due to the reduced propellant
consumption with respect to classical strategies
that imply out-of -plane maneuvers.

Antenna Zooming

The antenna zooming should be compensated in
order to balance the higher slant range losses when
the spacecraft is in proximity of the apogee.

The following deita gain are required, when moving
from satellite hand-off points to apogee:

ORBITS APQGEE | HAND-OFF | DELTA
(Km) (Km) LOSSES
(dB)

Tundra - 2 sat.s 47256 38700 1.7
MIO/16h - 6 saLs 50716 40405 20
nya - 3sats 39454 2257 44
KO8 h-5sams 26859 17690 36
h-6sats 28859 20606 23
h-8sas 19771 14912 4

From data shown in the above table it appears that
Molnyia constellations pcesent the worst conditions,
while the best solution from the deita losses point
of view is the adoption of a constellation made up of
Tundra orbits.

Radiation Environment

The satellites in Tundra orbit are outside of the
intense zone of Van Allen belts,” but aiso MIO orbits
present satisfactory characteristics for what concem
the radiation integrated during the life.

The Fig. 7 shows the results of the computations
which indicate the viability of the system in MIO
orbits, since the radiation doses result comparable
with GEO satellites; this means that all equipment
already qualified for geostationary satellites could
be adopted for satellites in MIO orbits, without
additional qualification process.

Hand-Over Telecommunication Problems

When a MIO satellite crosses over the first hand-
over point, the Earth Surface Footpnnt has a
specific orientation. Then the satellite continues
ils trajectory, while reaching the apogee point it
rotates around the Yaw axis. So, the antenna
footprint rotates, as shown in Fig. 8, if the antenna
is rigidly connected to spacecraft body.

However a pointing mechanism of the on board
antenna can be foreseen according to the mission
requirements, especially in the case of a cell
coverage over the service area, The adoption of a
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counter-rotation mechanism or an electronic beam
steering introduces additional complexity on the
spacecraft antenna. This fact may represent a
limitation on the use of elliptic orbits. Of course,
with a broad beam and a single coverage, the
antenna rotation has no impad on mission
performances. This may be the case of a
broadcasting service to a large area, wilhout any
frequency reuse.

In Fig. 9 is shown the spacecraft rotation law around
Yaw axis for the MIO 8h orbil.

Launch Strategies

The in orbt mass is the most Important
requirement, when dealing with a multitude of
spacecraft. So, the strategies for orbit acquisition
have importance, since a new System should be
studied in

order to fit as much as possible with the expecied
launcher performances. In this way it will be
possible to optimize the launch costs. Otherwise, a
residual mass will be available which will only be
reflected into launch exira-costs per Kg of lhe
usefuil mass.

The considered constellations present one satellite
per orbil plane.

In order to assess the problem areas we have
prepared a companson among three cases:

1- injection of satellites in groups into low earth
circular orbit and transfer to the final orbd,
satellite by satellite, with correct phasing;

2- injection of satellites in groups into an orbit
higher than the final orbit and transfer to the
final orbit, satellite by sateilite, with comect

phasing.
3- direct injection, taken as reference;

An auxiliary propulsion system is necessary for the
orbit transfer in the cases 1 and 2 .

Fig. 10 indicates the maximum mass availability in
the final orbt (BOL mass) and the propellant mass
necessary for orbit acquisition. The first lable of Fig.
10 illustrates a possible solution for the in orbit
injection of more satellites into different orbilal
planes when a mulliple launch configuration is
foreseen. Nodal regression provides the necessary
drifi to reach the wanted orbital plane.

The following two lables of Fig. 10 consider the
above mentioned launch sirategies making use of
two launchers: ARIANE 44 L and PROTON,

The BOL mass has to be optimized to better match
the launcher capability. Different sets of
requirements denve from the selection of the orbit
and the launcher.It has to be remarked anyhow that:



« sirategy of Injection into low orbit may be
convenient for MIO/6h orbit;

« use of 6h orbit with doubie coverage is
equivalent 1o half the satellite mass.

Conclusion

Six different kinds of satellite constellations for
communications services have been considered.
The lopics which have been analized provide a
preliminary assessment and to suggest a possible
guideline for constellation selection. Of course, a
more detailed definition is required with reference lo
any selected mission, 10 assess the cost benefils,
technology and reliability aspects.

Acknowledgement
The authors wish 10 acknowledge the contnbution

and the support of Dr A. Teofilatto President of
ITALSPAZIO.

146

References

[1] G. Rondinelli, F. Graziani: Orbit Acquisition and
Control Strategy for Smail Satellites in
Inclined Eccentnc Oruits , CNES Int. Symp. on
Space Dynamics, 5-10 Nov. 1988.

[2] L. Broglio: Una politica spaziale per il nostro
Paese; |l sistema quaanfoglio; S. Marco project,
Roma 1981.

[3] Comparative analysis of highly inclined orbils
for mobile communications and navigation
system, ITS-TR-073.A/87, ESA-CONTRACT
N.7301/87/F/RD(SC), May 1987.

[4] Archimedes - Land mobile caommunication from
non-geostationary orbits, An analysis on
altemative orbit-keeping methodologies, ITS-
TR-127-/88, ESA- CONTRACTN.7301 /87/ F/
RD(SC) RIDER N.1 PART 8, Dec. 1988.



| ORBIT | AVAILAB. | NUMBER | PESGEES | TRUE RLAAN
OREIT PERICO 1] | OF | APOGEE ANCOMALIES (Geq.)
L - SAT.s oy | 'dea. |
TUNCRA | 74 2 " IMTCAT=S 8N ] 7eS ]
MIONEN" | 6 | ] = "00C0T16 00 B0 BL1A0 | SONTOISOSoN oSS0 |
MOLNYW | LS ] O0GTISA54 | S50 1 TN19085 |
MO N s [ ) H 1000053 1A ESON 50 JNeETASSeRY |
woanw | a8 | ‘ 5 OOCEESS | 1 SUADSNSUAONIS00S | 20N14SeS25N0eS |
WoE s 3 8| ORI | 1eGmSINe ST | 197 SNS2SN07.5625 |
| | a4 IS taa 10182 | 1] ST S00T 52425
* Mo » Mutssztonany (ncanes Ot = & for one sarvce Zoe
- * Aalady over Tw sarvCE e = * A constedabon wah S saLs & posucle, Duf § SalS concem weh

oty 3 ot paanes.

e N ARMEAT Gk

Fig 1- 2 S/C in TUNDRA Ordit: Fig 2- J SC ia MOLNYIA Orbit
A service ares with 40° of mask angie A sernce area with 40° of mask angle.

Fig 3- 6 S/C s MIO 16 Orbic: Fig. 4= $ S/C ia MIO b Ordit;
3 differeat areas with differeat mask angles. 3 scrvice areas with 40° of mask angle.

A A T ey
- B - :-_J B — el

Fig. 5- 6 S/C in MIO 8b Orbit: Fig. o~ 8 S/C o MIO 6h Orbitz
3 service areas with difTercot mask angles. Earth coverage with 40° of mask angle.

147



Doss Rate IMNI}
"

1E+03+
2 oS = 2 25 | s
Aluminum Shised Thicknaess (mm)|
P e b

Fig.9 - Rotation Law around Yaw axis

for MIO 8h Orbit
i, ] HAMD-CERT
. = &
:c.{ /
~ e PRI
g /
- Shq
& A
/ |
& MAMD-OVER 1 i
o APOGEE
Le
HANC.OVERY  +- La LE ] L2 id i35 72 L

148

Fig. 8 - Cells Rotation
Over the Earth



RANSFER STRATEGIES

o ax

PARKING ORBIT (PO) NODAL
ORBIT |TRANSFER REGRESSION MASS BOL
STRATEGY(  ¢iNAL ORBIT (FO) ORIFT ADRIFT |DAYS FOR 4 RAAN /LAUNCH
PER OAYS | PER DAY
1 PO 10002 1000 Km | -0J7"/ cav | - 2Z28%cay |A RAAN = 30°; 126 cays a5
FO 1000 x 19771 Km | - 02321%cav |
RO/ 2 PO 1000 x S0000 Km | - 0 096"/cay |- 0225 /ady | & RAAN = 30~ 1333 days o8
FO. 1000 x 19771 Km | -0221%cay |
1 PO 1000 1000 Km | -27° dav| - 248°Kay |4 RAAN = 60°: 242 cays 024
FO: 1000z 25859 Km | -022°f cay |
Mo 2 PO 1000 x S0000 Kem | - 0 096"/day |- 0.124°/83y | & RAAN = 60~ 4539 cays 087
FO: 1000 x 26853 Km | -02Z" /cav |
1 PO:1000x 1000 Km |-277/ cay |- 2606%iday (a4 RAAN = T2°; 27.63 days a.1a
FO:1000 x S0716 Km | - 0.054"/day .
e 2 PO-1000 x 70000 Km | - 0067/ cay | - 0.034ay |4 RAAN = 72 2117 6daya | 0.95
FO.1000 x 50716 Km | - 0.094"/day
LAUNCHER: ARIANE 44 L o 5 =d00if s e nms s L ety 1 ¥ {
TRANSFER LAUNCH BCL MASS POSSIBLE
ORBIT STRATEGY | CAPABIUTY |(EXCLUDING SOLUTIONS
ACAPTORS)
1 6200 Kg 2000 Kg 4 sas TSOKg Mass BOL
2 sms 1500 Kg Mass BOL
2 2000 Kg 1500 Kg 2 s=as 7S50 Kg Mass BOL
MOSHh 1 sas 1500 Kg Mass BOL
DIRECT |2500Kg 2700 Kg 3 smx 750 Kg Mass BOL + resd
RUECTION 1 sats 1500 Kg Mass BOL + resd
1 6200 Kg 1400 Kg 1 sms TS0 Kg Mass BOL + resxt
NA = 1500 Kg Mass BOL
2 2000 Kg 1650 Kg 2 s TS0 Kg Mass BOL » rema
MIC/Bh 1 sy 1500 Kg Mass BOL » resd
DIRECT |[Z200Kg 2100 Kg 2 sty TS0 Kg Mass BOL ¢ resd
INJECTION 1 sxs 1500 Kg Mass BOKL » resxd
1 6200 Kg 1000 Kg | sy TS0 Kg Mass 804 ¢ resd
NA 1500 Kg Mass BOL
2 1600 Kg 1400 Kg 1 s TS0 Kg Mass BOL + resx.
MIC/ 160 . NA : 1500 Kg Mass BOL
DIRECT 1500 Kg 1700 Kg 2salx TS0 Kg Mass BOL + resxd
INJECTION 1 sas 1500 K9 Mass BOL ¢ resxl,
LAUNCHER: PROTON . g L IndReDE - 9%, ~qinahe oY
1 200 Kg 4500 Kg Gsmx 7SO KQ Wass BOL
Jsats 1500 Kg Mass BOL
2 3300 Kg 00 g Isms TS0 Kg Masa BOL + ressd
[MIC/Bh 15 1500 Kg Mass BOL » resad.
DIRECT |4200Kg 4000 Kg Ssmyx 7SO Kg Mass BOL » resd
INJECTION 2sas 1500 Kg Miass BOL + ressd
1 9200 Xg 2100 Kg 2zms 750 Kg Maxs BOL » resxd
1s= 1500 Kg Mass BOL + resad
2 Imng T Ky Jsms TSOKg Mass BOL ¢ resxd
MO/ 15 © 1500 Kg Mass BOL + resad
OIRECT 'meg 3200 Kg 4sms 750 Kg Mass BOL » resd
INJECTION 2=xs 1500 Kg Mass BOL * resad.
1 lmxg 1500 kg 2sa3. 7SO Kg Mass BOL
tsm 1500 Kg Mass BOL
2 ’nmxg 00 kg 2sms TSOKg Mass BOL »resd
MIQ/16n | 1sms 1500 Kg Mass BOL » resx
OIRECT |2800Kg |2500K§ | Jaats 7SO0 Kg Mass BOL « resd.
INJECTION | | 1sus 1500 Kg Mass BOL « resa

Fig. 10 - Lauach Strategies Comparizon.
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Abstract

The paper presents the results of two studies on the design.
the performance. and a potenual applicanon of a wacking
sysiem applicable for geostationary satellites which are col-
located in the same stanon keeping window. The first study
compnses the analysis of a feasible design for the necessary
onboard hardware supporung intersatellite measurements
and a performance analysis, camed out as a covariance anal-
ysis based on the method of weighted least squares. The re-
sults indicate that such a system can provide a significant
improvement ol the orbit determination enabling even ad-
vanced cluster control strategies based on relauve naviga-
tion. The second study was intended to analyze stralegies
and techmiques for a close collocation of two satellites with-
inonly 0.01 deg ( = 7.3 km ) of geocentric arc allowing si-
multaneous access by a single ground stauon antenna. The
invesuganons included the development of appropnate con-
trol strategies and detailed simulauons for their verificauon.
The Monte-Carlo analysis using an Exiended Kalman Filter
indicate that this so called 'dual-illuminauon’ collocauon
may be performed with an advanced orbit control strategy
combining single ground staton range data with intersatel-
lite racking data.

Key words: Colocation, Intersatellite Tracking, Reiauve
Mouon, Stauon Keeping
I lucti

The steady growth of the geostationary satellite populaton
today already requires to group satellies within clusters
sharing the same stauon keeping window. The sateilite den-
sity is assessed o increase even more in the next decades es-
pecially at those longitudes aiready frequented above the av-
erage today. Therefore, strategies and tools have o be
developed in order 10 operate larger clusters safely within
station keeping windows which may be even smaller than
0.1° used wday.

So far, collocated geostauonary satellites are controlled
rather independenty, following a coordinated. but not a
common control scheme. The safety of the operauons is en-
sured by separation techniques which yield a short erm
safety by an appropnate separauon of the rajectones and al-
low the orbital parameters 1o deviate from their nominal val-
ues due 10 perturbauons within ceram margins.

An advanced control strategy would replace this passive
safety concept by 4 relanive navigation which then requires
a more frequent determination of the relauve orbit. In twm,
strategies such as the eccentricity separanon or a pure longi-
tude separauon, which are difficult to realize due 1 the poor
performance of the traditional tracking sysiem in the along
track direcuon, would become feasible.

In order to support this control concept, the racking svstem
with intersatellite tracking (ISTRA) needs 10 be more accu-
rae especially in the directuion where the ground based track-
Ing 1S poor. Also, a tastorbitdeterminauon is needed in order
[0 ensure safety alier stauon keeping maneuvers of which
the perfonmance emors are the largest perturbauon source in
the geostationary orbit.

Intersatellite measurements are an auracuve candidate for
addiuonal tracking data because they can enhancs the poor
meusurement performance ol ground statons perpendicular
o the ground-to-sateilite line of sight.

In parucular when dealing with a ught separauon like “dual—
dluminauon’ collocation within 0.01 deg of geocentnic arc
the stauon keeping performance will benefit from intersatel-
lite tracking data. They provide the base for collocauon con-
rol maneuvers required in addiuon 10 the nominal North/
Soutn and EasuWest maneuvers 10 mainiain within the
separauon lLimits,
Onboard Hardware Design
The intersatellite measurements are envisaged to be a com-
piementary tracking device added 1o the traditional ground
stauon measurements. The general constramnts pointed out
before can be wransiated into the following subsystem re-
quirements:
~ the measurement shall be obtained by an ex-
change of an RF signal between the cluster
members which needs 1o support an intersa-
teflite range of about | to 100 km, e, a dy-
namical signal range of 40 dB.
- amimmum number of antennas shall be used
providing spnencal antenna coverage, with-
Out using moving parts or other antenna
pownung devices.
- interference with other services or other saiel-
lites shall be excluded.
- the new system shall be of low weight. low

cost, and make 4 maximum reuse of exisung
hardware.

Dufferent measurement principles, pure intersatellite rang-
ing and Doppier as well as ranging from ground across the
intersateilite link have been considered aprion as applicable
measurements subject © a detatied analysis,

The design study has idenufied four problem areas which
will affect the wade off of conceivable designs.

Interference Proecuon
The problem of interference between the intersateilite rack-

ing devices and other services has amajor impact onto other
problem areas such as the selection of a suitable frequency
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band and the satellite discrimination methods (o be applied.
Pnncipally, one can disunguish:

- interference of the intersatellite tracking link
with any ground - satellite signal and vice
versa (e.g. TM/TC )

- interference of the intersatellite ransmat sig-
nal with the TC signal received by another
satellite

- interference of different intersatellite rack-
ing signais within the same satellite cluster

In order 1o protect the system againstany of the a.m. interfer-
ence cases, a protecuon margin of at least 20dB has been as-
sessed and the necessary protection methods have beenana-
lyzed. For the analysis, typical values have been presumed
for the link budgets. such as

— ground stauon antenna diameter 10m

— ground station signal EIRP is 80dBW

- the received power of the ground stauon TC
uplink signal and of the ISTRA signal 15
approximaiely equal

— the ISTRA and the TC receiver onboard the
satellite have about the same sensitivity.

— the ISTRA antennas provide a gain range of
+3 ... ~14dBi within a oroidal area

Taking into account these design parameters, the suppres-
sion of the unwanted signal which is required to omiteither
the interference of the ISTRA transmit signal onw the TM
downlink or the TC uplink onto the racking recesver can be
assessed to be 64 and 79 dB, respecuvely. The only way w0
realize the suppression requirements is by means of a [re-
quency separaton. Filters of any kand are cenainly undesir-
able for the ground stauons and would have (o be placed on-
board resulting in a higher complexity of the onboard
system.

The protection of the ISTRA receiver w.r.t. the TM transmit
signal from another cluster member requires a signal protec-
tion rauo of about 77dB composed of the protection margin
(20 dB) plus the gain range of the ISTRA antenna (17 dB)
assuming equal EIRP for all cluster members and the envis-
aged dynamical range of the [STRA signals (40dB). For
this, dedicated discnmination techniques wiil be discussed
below.

It has 10 be noted however that the swrongest interferer will
be located onboard the same satellite since every satellite
will host receiver and transmutier in order (o be able to rack
any other member of the cluster. Depending on the frequen-
cy applied, a protection rauo of 170 dB (VHF-band) up to
190 dB (S-band) will be required. For this, a ransmit / re-
ceive diplexer shall be used and the wransmit / receive fre-
quencies shall be separated by at least 10 %.

Satelite Discriminai

If the geostationary satellite cluster becomes larger than 2
satellites, the discnmination problem has to be solved, be-

cause for almost any satellite separation technique more
than one satellite will be inside the antenna field of view at
the same ume (toroidal coverage assumed).

The following discnminauon techniques have been studied:
- ume separation (TDMA)
~ code separauon (CDMA)
— frequency separauon (FDMA)
regarding the following trade off critena:
- number of required RF channeis
~ number of transmitiers / receivers
~ cluster growth capability
~ length of duty cycle
Here, the ume discnminauon technique has been selected
because it has shown the best charactenstics for the first
three cniteria, which have a considerable impact on the

amount of resources (in erms of bandwidth) and hardware
(in terms of equipment) to be provided.

The duty cycle, i.c. the fraction of a given reference period
which is assigned to a parucuiar intersatellite link, must be
seen n relauon o the orbual penod of 1 day. Tracking data
should be equally spaced along this ume in order to be able
1o track the librauons of the saiellites caused by the residual
eccentricity or inclinauon. Considenng that an intersatellite
link berween twoarbitrary satellites yields the same tracking
informauon as the reverse link, the duty cycle for each link
within a cluster of 8 satellites is sull about 3.5%, 1e. =30
minutes per day which 18 available for tracking.

Erequency Allocauon

Radio frequencies have been assigned to groups of services
established by the ITU, The service of an intersatellite track-
ing link for satelite coilocation has pnmarnly o be allocated
10 the 'Space Operation Service” (SOS).

Within the study, the available frequency bands within the
range from 100 MHz 1o 100 GHz have been reviewed for a
potenuial use for an intersatellite wacking system. The trade
off was made by means of the following criteria:

~ potenual interference with other services and
complexity of protecuon methods

~ RF power demand, which is determined by
the receiver threshold and radio frequency
dependent free space loss

- the available bandwidth in order (o establish
a two way measurement system

— availability of H/W components which are
ideaily space qualified or can be reused from
other onboard (sub)sysiems.

The required transmit power of an [STRA signal to be used
will be determined by the antenna gawn characterisucs, the
dynamical range 10 be covered, the receiver acquisition
threshold and the losses in cables (respectively waveguides)
and signal processing equipment

The values given in fig.]. were calculated applying the de-
sign parameters assessed before (minimum antenna gain
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—14dBi, margin for receiver acquisition threshold 0dB).
Space qualified hardware is existing for SW at S-band and
about 20W at C-band. Considering the system requirement
for a low cost design and acceptable DC power consump-
tion, the solutions above S—band have been disregarded fur-
ther.

RF band Transmit Power [W]
VHF 0.008
UHF 0.03
v 1.5
S 5.0
2 80
Ku 300
Ka 2512
Fig. 1.:  Transmit Power required 1o meet the

Receiver Acquisition Threshold

As candidates for an implementauon of an intersatellite
tracking system, the following preferences have been rec-
ommended;

— VHF-band (SOS. 137 - 150 MHz)
— L~band (SOS, 1.427 - 1,535 GHz)
-~ UHF-band (SOS, 272 - 273 MHz)
Measurement Performance

In the simplest case, the measurement error parameters (o be
used for an analysis of the tracking system performance can
be split into stochastic errors and systemauc erors, respec-
tvely. Prelimnary analyses made in the beginning of the
study have lead w design objecuves for the overall error
budget which should be met in order to achieve the perfor-
mance goals which can be denved from the global require-
ments of the study dnvers.

For example, in order to be able to detect a maneuver bum
execution error of about 1.53% for an inclination maneuver
(about 2.5 m/s), the desired measurement accuracy has been
assessed to be 1 ... 3 % of this error, 1.e. = 1 mm/s,

Applying basic relative motion dynamics, one can also set
a maximum admissible error for relauve posinon measure-
ments from the desire to determine amaneuver execution er-
ror only by means of relative pesioon measurements. Within
3 hours, an in plane maneuver error of the a.m. size yields
a position error of about 600 m such that an admussible
3o-range error dispersion of 10 m has been assessed as de-
sign objecuve.

Random Errors

The intersatellite range information is obtained on the basis
of a sinewave rangetone of 80 kHz. which 1s used for phase—
modulation of the selected RF carner. After demodulation,
the noise impact shall be reduced by a narrow band phase
lock loop and an adequate integraton ume. This yields, for
the range tone frequency assumed above, a random error of
10 m (o). This error can be achieved with an integraton
time of

— < I'sec for 2-way at VHF
( 100 mW transmit power)
— 10 sec at 2-way S—/L-band

Further reduction is possible by averaging over a number of
samples, 1.e. an extended integrauon ume.

The error characteristics of the n.m.s. ranging ervor follows
almost a quadrauc relauonship to the intersatellite distance,
Fig. 2. shows the analysis result tor the S-band, however, the
results are representative aiso for other bands if the wansmit
power requirements givenin fig. 1. aremet. Using a 100 mW
wransmitter and the VHF band, one even gets a margin of at
least 10 dB.
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Fig 2. R.m.s. ranging and Doppler error vs range

( 2-way system )

Simular characteristics are obtained for other range mea-
surement principles. The three-and four way ranging mea-
surements show a minimum threshold for the r.m.s. ranging
error which cannot be passed below due to the fact that the
up- and downlink legs fromyto earth contribute to the error
budget independently from the intersatellite range. This
threshold 1s about 2...5 m for the S-band example, depend-
ing on the modulaton index.

The error charactenstics for range rate measurements is de-
termined by the signal to noise rato on the RF-link for
ranges down to 5 km. The dispersion values shown in fig.2,
were obtained for an S-band link and an integration ume of
1 second. The slope of the curve is less than 2dB/dB which
is due to the counteractung effects of decreasing RF power

152



and decreasing PLL noise bandwidth, if no AGC (Automat-
ic Gain Control) is implemented. The stochastic error for a
given distance can be further reduced by increasing the in-
tegration period such that the desired value of a 3o-disper-
sion of 1 mm/s can be obtuned after = 15 sec.

Sysiemauc Errors

Systematic errors are characterized by relatively siow varia-
tions with spectral components below 0.1 ... | Hz. Within the
scope of the study, systemauc errors have been taken into ac-
count as constants vs bme, accounting for vanaonons within
the tracking period by an uncertainty boundary which en-
closes probable long term vanatons.

Systematic errors for the applicauon envisaged for ISTRA
break down into

— uncertainty of the transponder delay
— errors from the ranging equipment
— errors from the velocity meter

- ume tagging error for measurementdownlink
(for range and velocity measurements)

Systematical ranging errors can be significantly reduced if
the equipment is calibrated. Following ESA standard re-
quirements, the resulung systematical errors onginaung
from transponder and ranging equipment will be 4.5 m with-
out calibrauon and 0.75 m with calibrauon ( S—band, 2-way
measurement ). Systematic errors originaung from the digi-
tal measurement of the signal phase delay are in the range of
25..51m.

Systematic velocity measurement errors can be limited o
0.75 mm/s for a 2-way system, applying ultra suable oscilla-
tors with a frequency stability of Se-9.

Time tagging errors are assessed 10 be not more than 500 ms
which is the average TM frame period.

Prasion Soesfican

The design studies presented above have resulted in the
specification of a feasible hardware design sausfying the de-
sign constraints of the study and which is supposed to meet
the performance objectives.

In order to ensure continuous coverage, an antenna configu-
ration composed of two quarter—wavelength monopoles ar-
ranged on opposite sides of the S/C. This provides approxi-
mately a half-wave dipole charactenstic and a visibility of
360° inside the orbital plane, and =55° out of plane, respec-
uvely.

The overall weight for a non redundant onboard device has
been evaluated 1o be about 4.2 kg, and the DC power con-
sumpuon will be less than 15 W,

Tracking § Perf shatesi

In order to investigate whether a tracking sysiem as de-
scribed in the previous chapter can enable an orbit deter-
mination which is sufficient for advanced cluster control op-
erations, a numerical analysis of the residual esumation

errors using intersatellite measurements has been per-
formed.

Typical ground station performance has been assessed and
for all variauons except those explicitly focussing onto the
sensitvity of the esuimauon to intersatellite racking system
errors, the performance data denived from the onboard H/W
design has been used.

Since the applicanon of intersatellite measurements is sup-
posed to be an add-on to the traditional orbit determinaton
operations, the analysis has been bwit on the method of
weighted least squares used for most orbit determination ap-
plicauons woday. The covanance analysis was chosen be-
cause the nezd for aconsiderable amount of parameter vana-
uons disqualified the execunon of intensive Monte Carlo
studies.

The applied analysis method provides an esumate of the un-
certainty of an orbit determinauon run which 1s due to the
uncertainty of the measurements, system parameler uncer-
winues and the a prion uncertunty of the soive for parame-
ler vector.

The analysis presumes that the orbit determination has con-
verged and the result 1s sufficienty close o the reference tra-
jectory such that the error of the esumated covanance matrix
is neghigible. Under this circumstances, the observauon ma-
trices can be calculated on the basis of the reference trajecto-
ry data

The system parameters subject to the error analysis were
split into (maximum number of parameters given in paren-
theses)

- solve for or consider parameters

~ satellite Canesian state vector w.r.L the
nominal staton keeping pomt (2x6)

- maneuver burn components (2x 3 )

- area-lo-massrauo(2x1)

- ground station biases (2x 3 )

— measurement biases (constant or state
vector dependant, e.g. the ime lagging er-
ror)

- ‘'non formal’ parameters
~ reference trajectory shape
— maneuvers

- tacking schedule
- measurement noise charactensucs

The analysis of the racking system was carried out as a vari-
auion of the a.m. system parameters and a companison of the
residual esumauon unceraunty. For interpretation purposes,
the esumauon errors of the relauve state variables have been
used. focussing on the goal to use intersatellite racking as
a means 10 introduce relauve navigauon within the geosta-
uonary cluster rather than maneuvenng the satellites rela-
tive to their nominal stanon keeping point.

Eree Flight Orbit 0

[n a first step, the achievable orbit determination accuracy
fora two satellite cluster without station keeping maneuvers
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was investigated. In opposition to pure ground station wack-
ing, the separation strategy considerably affects the mea-
surement geometry and therefore the accuracy of the 2stima-
tion.

Sun dir¢ctuon

gccentricity vector
control circle

Fig. 3. Eccentricity separation strategy for a

cluster of 4 satellites

Within a larger cluster, the zccenmicity and inciinauon vec-
tors are usually arranged according (0 a certain patiern such
as the one shown in fig. 3. The separation of two sateilites
is consequently described by the station keeping window
size Ak and the separation angle ‘Y. The closer the eccentric-
ity (or inclinauon) vectors are set, the closer the sawellite sep-
aration comes 10.a pure longttude separauon,

The analysis was at first carned out without any dvnamics
system biases, L. assuming an error free state prediction.
By this, the calculated esumauon uncertainty was only due
to the geometrical measurement conditions and due 1o mea-
surement errors, Although differences in the esumaton un-
certainty were found for different separaton strategies, the
errors due 10 measurement imperfection were rather insensi-
tive to the separation strategy and small w.r.t. the errors in-
duced by orbit predicuon uncertunues. Overall. the worst
performance sull yielded residual esumanon uncenainues
of < 5m and 0.5mmy/s in plane and 20m (1 mmys) out of
plane.

A closer colocaton enhanced this orbit determination per-
formance due to the improvement of the measurement per-
formance.

Secondly, the effect of dynamics system biases due to

- 4n uncenain area-0-mass ratio (causing dif-
ferential solar madiation pressure effects)

- autonomous §/C maneuvers, in particular
wheel momentum offloading, which may
cause a AV of several mm/s/day

have been taken into account as consider parameters. The re-
sults revealed that these effects are dominaang the error
budget of the orbit detérmination, overruling the smaller ef-
fects of the intersatellite measurement types and the separa-
uon strategy.

One can observe that the secular growth of the predicsion er-
ror of in plane state components cannot be removed com-
pletely by the esumauon. In opposiuon, the error of the out

of plane component, only little affected by the perturbauior
decreases due 1o the larger racking data sampie size.

However, already after a short acking penod of 1 day, th
residual relagve position error 1s in the order of 5...30 m fc
all three spanal direcuions. and sull below 100m even in th
presence of uncertain maneuvers of 5 mm/s/day which hav
been assumed as a woOrst case assumption on the effect
whee! offloading compensation.

Inopposiuon, the ground stanon racking without iniersatel
lite measurements required much longer tracking period
before the minumum position error was achieved and th
magnitude of this residual error was much larger, i.e. abot
150 m radial, 400 m along track and 1400 m out of plane.

Maneuver 3

The second major pomnt for the numencal tracking syster
analysis was to invesugate the benefil of intersatellite mea
surements (o the estmation of station kKeeping maneuver:
respectively their periormance errors. In partcular, the siz
of the (unwanted) in plane componenis of the maneuye
needs o be esumated 1 order 1o counteract a potenual rels
uve drift of the clusier members.

The analysis considered three different scenanos

- inclinauon maneuvers with chemical propul-
s10n

- inclinauon maneuver with ion propulsion

- longuude maneuver with chemical propul-
10N

Asarepresentauve case, the inclination maneuver imposin
the largest execunon errors shail be discussed hereafter.

It has been presumed that the two satellites execute their me
neuvers sunultaneousiy. One can take advantage of the po
sibility 1o solve for the relauve effect of the maneuver whic
may even vanish if the satellies are 1n a pure longitude seps
ration. Oniy the devianon from the nominal relative effes
needs 0 be compensated quickly whereas an offset of th
absolute maneuver vector from its nominai value may b
twlerable if no staton keeping window violation occurs.

Different tracking schedules and separauon strategies hav
been tried within the analysis and the best results have bee
obuained for a scenano splitung the tracking penod at th
maneuver epoch and soiving for the satellite state vect
only. The obtamned resuit 1s then used as an a pnon esumal
for the maneuver bum esumauon following aftera period «
mtense (every 10...15 min) tracking for several hours.

This method reduces the amount of solve for vanables fi
every part of the esumauon and consequently reduces th
amount of racking data to be acquired.

The results can be summanzed as follows:

— the in plane maneuver error COMpoNeNts can
be esumated within a tolerance of | mm/s in
about 3...6 hours following the maneuver

— imersatellile  velocity measurements by
means of Doppiler or tntegrated Doppler yield
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the best results for the ime immediately after
a maneuver

— if the available tracking period after the ma-
neuver is longer than 6 hours, intersateilite
range measurements yielded better results

The application of ion thrust propulsion for inclination sta-
tion keeping requires a thruster firing once or twice per day.
This reduces the ume avaiiable for racking because it has
proven (o be impractical to solve [or two consecutive ma-
neuvers at once. The typical performance of ion thrusters
available today requires 10 fire the engine for a few hours,

Analysis runs have been performed for this type of scenano
and the estimated residual error for the maneuver was found
to be < 1% for the magmitude and = 1.0° (radial) respective-
Iy 0.1° (tangential) for the vector misalignment. Though 1°
is of the same order of magnitude as performance specifica-
tons for ion thrusters, the good observability of the along
track component would be sufficient for sate relatve navi-
gation.

Penurbauons due to Autonomous 5/C Maneuvers

As menuoned earlier, the side effects of autonomous space-
craft operations may induce significant perturbations into
the relative motion. Reaction wheeis carmied onboard of geo-
stationary satellites are an example for this. As weil. the

orentation of the solar arrays may be done autonomously
which alters the area-to—mass rauo of the satellite.

Unfortunately, these actions are mostly unpredictable and
can therefore not be taken into account properly 1n the orbit
determination process. Considenng future collocaucn sce-
narios which may require intersaiellite distances of only a
few kilometers, a drift of about 800 m/day introduced by a
velocity increment of only 5 mm/s along track is not accept-
able. +

In opposition to the solar radiation pressure, the error in
position and velocity building up due to a maneuver un-
known in magmude, direction and epoch is not reflected by
the lineanized equations of mouon used for the differenual
correction of the a prioni esumate.

If the maneuver epoch is made available to the orbit deter-
mination process, itcan be solved for by the orbit determina-
tion program. The minimum residual esumation uncertamnty
however is limited if the perturbation occurs once a day or
even more often. Assuming adaily offloading maneuver, the
analysis has shown that the induced AV can be esumated to
an accuracy of about 10 % of the expected effect.
0 ional C

Although the baseline for the tracking system performance
analysis has been a two satellite cluster, the conclusions can
be transferred to larger clusters. For clusters of more than
two satellites, a cooperation of different satellite control
centers is rather likely, Within the intersatellite tracking
study, the organizauon of such a cooperation has been inves-
tigated in order to ensure operauonal flexibility and inde-

pendence on one side while maintaining safety and station
keeping accuracy on the other side.

The results obtained by the numencal performance analysis
allow the conclusions that

— the proposed system allows collocation with-
in less than 10 km intersatellite distance

— one ground stauon in combinaton with inter-
satellite racking 1s sufficient to ensure the re-
quired relanve orbit determination accuracy

— decentralized orbit determinauon is feasible
such as outlined in fig. 4. where a full vistbili-
ty of the relauve staites is suppiied without
control center communication.

Fig.4.: Tracking Conifiguranon for a cluster operated

by two control centers

Collocation C LS !
For the control aspect of cluster operations, the conventional
station keeping activiues and the relauve mouon control
maneuvers have to be disunguished. With intersatellite
tracking, it appears 10 be possible
— 1o perform convennonal stauon keeping ma-
neuvers simultaneousiy which requires o
centralize the maneuver planning acuvities
— loexecute relanve mouon control maneuvers
whenever they are necessary o avoid win-
dow or proximity violauons.

In case of heterogeneous clusters it would be suitable to per-
form a decenwralized planning of relative maneuvers. Al-
though the resuits from the macking system performance
anaiysis indicate suificient control margins to do so, the fea-
sibility of this concept sull needs some further analyses. For
the purpose of dual-illumination collocation under respon-
sibility of a single control center, two conuol strategies have
been developed and venfied.

The first concept is a digital controller based on optimum
contol theory. Ituses the discrete inplane state equations of
the soiution of the Clohessy-Wiltshire equations describing
the relative mouon of two closely separated satellites. Ap-
plying a quadrauc cost funcuon the steady state inplane con-
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trol law was derived by solving the discrete Riccad equation
[2.]. The control law is then

AV,

AS’“ =G (2~ Zum ]
w

where x and Xpom are the actual and nominal inplane posi-
tion and velocity vector. Figure 3. illustrates the elements of
the 2x4 gain matrix G as function of the step size. Note that
in GEO 15 deg are equivalent to 1 hour.

Fig. 5.: Closed loop controller gains

The simulations performed indicated that with such aclosed
loop control concept very high collocation control perfor-
mances can be achieved, i.e. for dual-illumination colloca-
tion within 0.01 deg large margins w.r.L. to the limits are ob-
tained. Optmum controller cycles of about 8 hours and an
extra Av of about 1-10 % to maintain collocauon were
found. Itcan be concluded that such acontrol concept should
be applied for a potential future autonomous station keeping
within very close limits of e.g. < 1 km. However for the pur-
pose of collocation within 0.01 deg ( 7.3 km ) it does not
make best use the time and tolerance margins. Therefore a
second so called adapuve open loop control concept was de-

veloped and tested trying to make use of those margins in or- -

der to minimize as far possible additional thruster control
actviues.
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Fig. 6.: N/S maneuver cross couplings

With the adapuve open loop control concept an extra col-
locauon control maneuver (relative mouon station keeping)
is performed only in case of a predicted violation. For this
only the standard Easy/West thrusters are applied, i.e. only
angential control maneuvers can be executed. The srategy
makes use of the statistic behavior of the most cntical col-
location violation source, i.e. the cross couplings of a North/
South maneuver. Depending on the size and the direction of
the cross couplings different control demands are given.
Figure 6, shows that in particular the drift effects of tangen-
ual velocity error increments are critical, whereas radial er-
rors are of less importance.

- A=
AV, //;'/ <5 - \\\\\‘:\
7 \
/ \
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Fig.7.: Optimum drift maneuver

In case of small staustical errors collocation can be main
tained up to the next nominal Easy/West maneuver withou
any addiuonal control activity. In case of larger errors the
relative drift needs to be controlled, where typically suffi
cient time is available to wait (o the next optimum maneuve
point allowing a simultaneous improvement of the relatv
eccentricity ( see figure 7. ). Only in extreme situations th
drift correction must be performed very soon. By this the ef
fects of tangendal cross couplings can be compensated
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however radial error effects cannot be covered. Fortunately
they are rather small and can be covered by providing suffi-
cient margin w.r.L. the collocation limits at the North/South
maneuver.

The tasks of the adapuve open loop control strategy thus is
twofold :

- monitoring of the collocauon geometry up (0
the next nonunal staton keeping maneuver

— determinauion and execuuon of a dedicated
relative dnift maneuver in case of a predicted
collocauon violauon

The simulauons confirmed that with such strategy a dual—il-
lumination collocation within (.01 deg of geocentric arc can
be performed with an effortof about 1 - 1.5 collocation con-
trol maneuvers per 14 day station keeping cycle ( chemical
thrusters ) and an extra Av of less than 0.5 % as long as the
differental area to mass ratio is negligible. Relevant area to
mass ratios lead (o station keeping cycle limitauons of e.g.
7 days for 0.01 m?/kg difference, collocation however is sull
feasible. The combinauon of single station range with the
ISL RF link gives better results than a two station ranging,
although it should be noted that both are feasible tracking
schemes. Wheel unloading must have a staustical character
while the maneuver epoch should be known. A longitude/in-
clination separation is advantageous w.r.l. an eccentricity/
inclinauon separation. For the applicauon of ion North/
South thrusters with daily inclinavon station keeping
maneuvers similar performances were achieved.

Conclusions & R lati
The study of an intersatellite racking system applicabie for
the orbit determination of geostationary satellite clusters has
shown that a system based on RF signals providing either in-
tersatellite range or range rate would be sufficient 1o achieve
the goal to navigate the satellites within a proximity of a few
kilometers. Within the cluster, the satellites will then be con-
trolled relative to each other rather than w.r.L the nominal
geostationary station keeping point.

This has been analyzed by means of a covanance analysis
indicating that the required position and velocity esumauon
accuracy can be realized and that the performance errors of
station keeping maneuvers can be detected within a few
hours after the maneuver has been executed which is suffi-
cient to compensate an unwanted relative drift.

The dominating contribution to the esumation error budget
originates from the uncertunty of system parameters such
as the sateilite area-to—mass ratio or autonomous $/C ma-
neuvers. However, intersateilite racking can help w keep
the position and velocity uncertainty small even in the pres-
ence of this perturbations. This especially hoids for the tan-
gential direction which is the most crucial component w.r.L
safety considerations.

The type of satellite separauon strategy applied was found
to be of minor relevance for the system performance and it
can be concluded that intersatellite tracking allows to oper-
ate the cluster even with separation strategies which are not
feasible today.

As a combined trade off of the results obtained from the de-
sign analysis and the performance analysis a recommenda-
uon for an onboard system is made which 1s composed of a
Iwo-way measurement sysiem operating in the VHF band
and providing range and (integrated) Doppier simuitaneous-
ly. Hemisphencal coverage 1s required and satellite discim-
ination shall preferably be performed by ume multiplexing.

Depending on the separation limits different collocation
control strategies are proposed. For larger limits of e.g. 0.1
deg no specific collocauon control maneuvers are required
if the satellites involved follow a coordinated nominal sta-
uon keeping strategy (6.],[7.). For medium separation re-
quirements like dual-illumination collocauon within 0.01
deg an adaptive control stralegy performing relatuve dnft
control maneuvers only in case of a predicted violation was
found adequate. Finally for strong relative separation re-
quirements of e.g. < | km a closed loop controller based on
opumum digital control theory well suited for an autono-
mous collocation station keeping is proposed.
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Abstract

Over the past years, several studies have established a
solid basis for the development of close-by and dual
llumination co-location control strategies. The scope of
this paper is to evaluate them in order to plan the
transiion of services from BRASILSAT A2 to
BRASILSAT B1 using one of these techrucs. A number
of separation strategies for the co-located satellites were
considered, in particular the strategy of inclination and/or
eccentricity vector separathon. The nclinanon and
eccentricity vector separation were found prormsing for
dual illumination co-location of the BRASILSATs wth
minimal collision and occultation nsks. '

Key words: Co-location, Strategies, BRASILSATs.

1.Introduction

Co-location is the mamntenance of more than one
satellite in the same tolerance window.

If a smgle satellite 1s to bé kept wathin a given angular
region around its nommal position. in spite of the
continuously acting perturbabons, orbit correchon
maneuvers have to be performed from time to time. Thus
is done by means of an on-board propulsion system
which is, in general, able to produce thrusts m north/south
or n east/west directions, It 1s operationally converuent to
perform the comection maneuvers penodically, as a
sequence of repeating comection cycles on such a way
that the maneuvers acquire typical charactenstics which
form a first cntenum to venfy them. EMBRATEL
accomplishes its orbital corrections maneuvers with
peniods equal to an integer number of weeks so as to plan
the maneuvers always on the same weekday.

The maneuver epochs and the velocity increments are
computed on the basis of the latest orbit determination
and a set of orbital elements, which have to be reached at
prescribed times, are computed at the end of each cycle.
The target orbital elements are tme-dependent and
defined for each comection cycle by the stahonkeeping
strategy in terms of

Mean dnift rate,
Mean longitude offset from the window center;
. Eccentnicity vector components:
ec=ecos(Q+a)
=esm(Q+wo),
Inclination vector components:
iy =tcos( Q)
fy=isin( )

with the am to muumize the fuel required and to
extended satellite lifetme. In these defimnons the
svmbols e. i1, ®, Q denote the classical orbital elements
with the usual meaning

At a specific orbital location, a pawr of satellites can be
operated tn two ways; ‘close-by”" configuraton where the
two satellites would remam within the +/- 019 wandow
but have completely separate ground network for
commumucabon links. This configuration is relanvely
strmght forward. where two satellites would be
mamntaned m adjacent and exclusive +/- 0.05° longitude

bands. requnng minumum  of  stadonkeeping
coordenaton.

The second configuranon 15 designed “dual
illumnation”, where the spacecraft separagon IS

maintained within 0,059 or less This would allow
simultaneous access of both satellites from a sngle
anitenna.

1.0rbital Conirol

To further umprove the performance for smaller
communication antennas and partculariy to allow the use
of larger antennas used for control, wathout excessive link
losses. the maximum separation between two satellites
should preferably be reduced to 0.05% according to
previous analysis done by EMBRATEL .

The lower limit for co-location is set by the need to
avoid sensor interference between two closely located
satellites, to allow for the naceuracy in  orbit
determination and the need to reduce, as much as
possible, the probability of any physical contact between
the two satellites. Based on recommended Hughes
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procedure, it is confirmed that smaller than 0.01° ( 7 Km )
separation between two satellites would resuit in
excessive nsk.

A numbers of factors control the upper angular
separation limit between two co-located satellites. If, after
the co-location, only the natural forces were allowed to
act on both the satellites ( 1.e. no stanonkeeping or atatude
control maneuver were performed ) then the two sateilites
would remain stationary in respect (0 each other,
assuming their area/mass rabios are equal.

However, solar radiation and the gravitational forces
would not allow the satellites to stay withun ther
respecive east/west and north/south stabionkeeping
boxes; therefore, each satellite needs to be controiled to
keep it in the assigned orbital location and aiso to
maintain its proper attitude.

The total time required for collecting sufficienit range
data, planning and executing the mmaneuver s
aproximately twenty-four hours, The disturbing forces
resulting from the north/south maneuver in east/west
direction could be up to 0.005° per day for a singie
satellite. For co-located satellites, n the worst case, where
both satellites would have opposite errors, the effective
change in the separation angle could be up to 0.01° in one
day. To ensure the lower hmit of 0.01°, the maneuvers
would have to be done at 0.02° separation angle and
therefore, the upper limit wouid be 0.03° ( 0.02° + 0.0i°).

For some co-location strategies the stationkesping
maneuvers need to be simultaneous and, mn ths case, for
both north/south and east/west maneuvers a delay of up
to thirty minutes could be tolerated without exceeding the
co-location limits of either or both satellites. If the
maneuvers are delayed for both satellites, the impact is
smaller and could be tolerated for much longer time ( up
to next maneuver cycle ), since both are synchronousiy
affected. If a maneuver is delayed for one satellite for
more than thirty minutes but not for the other, the relative
motion would be affected and ah addicional corrective
maneuver would probably be required whitin twenty-four
hours. Considering the operational restnictions that such
strategies mmpose, EMBRATEL is not planmng to
accomplish simultaneous maneuvers.

When two satellites are co-located, it's more important
to perform all the maneuvers in proper sequence at
scheduled time compared to the singly located satellite.

North/South Stationkeeping

The gravitational attraction of the sun and moon causes
the orbit phase to precess relative to the equatonal plane
at about 0.85 deg/year.

To meet the co-location requirements, the orbit planes
would be nearly coincident to allow the separation margin
to be used for the more difficuit east/west stationkesping.
A small separation of 0.005° would be maintaned
between the orbital planes. This assures some latitude
separation except twice per day when the satellites are at
the intersection of the orbital planes. A benefit of this is to
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mncrease the magrutude of physical separanon in the event
that co-locanon i1s interrupted, and one satellite passes the
other in longitude.

East/West Stationkeeping

The east/west moton 1s the superpositon of two
effects. acceleranion n longitude caused by the Earth's
tnaxiality and a 24 hour oscillation 1n longitude from the
orbit eccentricity caused by solar radiation force, The first
effect 1s the same for both satellites because their
longitudinal separation is so small. The second effect is a
property of the satellite, specificaily its area/mass ratio.

The east/west maneuvers are nomunaly performed at
18:00 Hs satellite local time for BRASILSATS, so, the
eccentricity and longitude acceleration effects can both be
controlled simultaneously, without the needed of fuel
consumption for the eccentncity control.

3.Co-location Strategies
Latitude / Radius Separation

In this strategy the orbital parameters inclinaton and
eccentnaity are controlled in such a way as to guarantee
that when the two satellites’ lantudes are equal, therr radii
are sigruficanty different and vice versa.

One advantage of this method is that longitude
separation 1s never requued However, the two
longitude/dnft cycles should be exactly out of phase with
each other on such a way (hat the maneuvers on the two
satellites should be one half cycle apart, and that when
one satellite’s mean longitude is on the western end of its
path, the other satellite’s mean longitude is on the eastern
end. The reasons for this are related to the fact that each
inclination maneuver should be followed ( by about two
days ) by drift and eccentricity maneuvers.

The first reason comes from the fact that, in each half
cycle, the statonkeeping operations can be concentrated
on just one satellite. The only maneuvers required for the
other satellite will be the attitude control Thus 1s the least
complicated way of statonkeepmg two satellites
simultaneously.

The second reason 1S to mamtain a syslemabe
difference between the two satellites’ inclination vectors.
If both satellites'’ inclinaion maneuvers were to be
scheduled on the same day, then since the targeting
strategies used for both are the same, the two sateilites’
inclination vectors would be kept approximately equal,
and then ther latitudes would be near equal ail the time.
The latitude/radius separation strategy rather relies upon
the fact that the two satellites lattudes will agree at two
predictable times each day and the rest of the tme they
will be significantly different.

A denvation of the times at which the two sateflites’
latitudes will agree depends on an understanding of the
perturbatnons affecting inclination and of the strategy



followed to contol inclination under the mfluence of
those perturbations. Among the perturbatons on the
melination vector, the mam long penod terms are the
secular and the 2w term, where w, is the sun frequency
(0.9856 deg/day). The secular term is the Jargest one and
vanes over an 18.6 year cycle, wmith:

.

k2sec = -0.132 sin (Agy) (N
.

h2sec = 0.0852 + 0.098 cos (Ay,) @)

where Ay, 1s the night ascension of the ascending node of
the moon orbit, Thus the magnitude of the secuiar term
vanes between approximately 0.75 and 0.95 deg/year.

The 2w4 term, if it were acting by itself, would puil the
inclination vector around a cycle of radius 0.023° every 6
months.

Over each half cycle, the two inclination vectors will
experience the same perturbations effects and wil
maintain a constant relatve difference.

The two times of the day at which the two sateilites’
latitudes are equal wall be when the nght ascension of the
two sateilites equals the nght ascension of the ascending
or descending node of the relative inchnation vector
between the two satellites! ||

ForN=1,2:

ty = inclination of sateilite N

Q= ascending node of sateilite N

S = nght ascension of both satellites

Ly =iy sin ( S - Qy ) = latitude of satellite N
k2y = iNcos(QN)

h2y = iy sin (Qy)

then: .
Ak2 = Iﬂz - iﬂl = i.2 cos ('Q-z)- 1] cos (Ql) (3)
AM“Mz-MI-ig!hl(Qﬂ-ilsh‘llﬂl) (4)

Ah2
Ak2

1, sin(€2, )1, sin(Q,)
f; cos( Q;)"’j OOS(Q‘)

tan (Qa)) =

Ly =1y sin (S) cos (Qy) - 1y cos (S) sin (Qy) (6)
L =Ly implies:

s (S) [ iy cos (€27) - i) cos (Qy)] =
cos (S) [ip sin Q) -1y sin (Qp)] (D

then:

SInS) _ iy sin(Q,)- sin(©,)

tan(S =
( Fcos(S) Iy c0s(£2, )1, cos(2,)

(5)=(B) —» 1an (Qp,p) = tan (5) )

which mmpiles S = Q. or Q. « 180° But the relative
node is always along the secular dwection, so the two
satellites’ lantude: will be equal only at the two tmes of
the day that the satellites ngnt ascension equals the nght
ascension of the secular direction or 180° away.

It 1s possible to prove that at the two times of the day
when the satellites’ lantudes are equal, the satellites' radu
will be signuficantly different. Tlus radius separation can
be accompiished via the method that the two sateilites’
eccentricity vectors are controled.

ForN=1,2:

ay = semimajor aus of satellite N

eN = eccentricity of satellite N

wyy = argument of perigee of sateilite N
oN = ON + Oy

Ep = eccentnic anomaly of satellite N
klp = ey cos ( Wy +QN)
hiy=eysin (@y + Q)

then:

Iy =ay [ | - ey cos (Ey) | = radius of sateilite N
and:
fp-rp=(ay-a I—[a:c:COS(EzJ'ﬂlci cos (E)] (10)

The difference between the two semunajor axis is small
compared to each one of them. which will aiways be near
synchronous radius. Therefore in the equaton (10) the
second appearance of a9 can be approxunated by ay
Also. since the two orbits will be nearly circular, eccentne
anomaly can be approxamated by satellite nght ascension

of penigee.

fy=r)=(ay-ayl- al[ezuou =0}~ e]cmts 01)}
=(a9-2y )-ay (e [cos (S) cos (09) + sin (S)
$in (09)] - ¢y[cos (S) cos (o) + sin (S) s (0)])

={ag-ay)-ay(cos (S [kiy-k! l] + s [S)[l\lrhl i)
(1

The expression mn brackets happens to be the
component of the relative eccentnaty vector, it means,
the difference between the two eccentnicity vectors, along
the nght ascension S direction. The first term (a; - ay ) has
a nearly constant magrutude. So the magnitude of (rp - r))
can be forced to be large when the two satellites’ latitudes
are equal by making the second term domunate the first
one at those umes, which can be accomplished by
mantaming a relative eccentnicity vector magntude
large enough along the secular direction.

Since both satellites are at the same longitude, they
expenence the same tnaxial acceleraion. Assuming that
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their solar radiation force and mass are about the same,
and that they are bemg controlled by the same strategy,
therr target eccentneity vectors should be nearly equai.

the other. The same occunng to the sccenmeity vectors.
Each sateilite refabve monoon around the reference
position is an eflipse wath the mmor axis along the radial

2\
] Fr
{ J
) /
i2 il 0
«— —>
el el Fe. &

Figure |

The satellites will not be maneuvered on the same date,
so there will be some difference in ther eccentncity
vectors at any time, but this difference wall be relatively
sinall. Thus assuming that the eccentricity vectors are
approximately the same, adding large enough offsets

direction and the major axis perpendicular to it, due to the
satellites vectors eccentmaity and inclination magrutudes.
This example indicates the possibility of eclipses, a
solution to thus could be a displacement between each
satellite’s eccentneity and inclination vectors, in such a

ks
el

i

5 o

AT A
el

Figure 2

along the opposite secular direction will establish a
constant substantial separation along this direction. Thus
will guarantee that collision will be clearly impossible at
all times.

Ecceniricity and Inclinafion Vector Separation
An example for the two co-located satellites' vector

variations is showed on figure |, where the inclination
vector of one satellite is parallel to the inclination vector of

way that it changes the relanve eiipse plane normal
onentation ( figure 2 ).

4.The Results

We simulated a BRASILSAT A2, Bl co-location, after
moving Bl from 61 degrees, where it was kept iniially for
in orbit acceptance test. to A2 longitude at 70 degrees,

targeting at the orbit:
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semi-major axis (SMA) = 42163.59 Km
eccentnaty (ECC) = 0.00012 rad
melination (INC) = 0.01556°

average anomaly (M) = 348 3948°
pengee argument (OMEGA) = - 44.802°
nght ascension of the ascending node
(NODE) = -45.19819

The sequence of maneuvers accomplished for the
simulation s listed on table 1. Table 2 shows the target
vectors and the simulation results for a eccentnaity and
inclination vectors separation strategy.

Table |
Maneuver Time [ AV
|
# type | tang | nomm
| D/E | 93,6,24,10,50.20 | 0.946 | -0.130
2 INC | 93,7.17,1532.50 | -0.056 | -13.92
3 D/E | 93720213904 | 0008 | -0.00!
4 D/E | 93,7,22,0935.15 | -0.824 | -0.114
S D/E | 93722213324 | -0.185 | -0.026
Table 2: Simuiation resuits
BCC e [V EEC | INCiaro r INC
Mag | 0.00012 | 0.00012 | 0.0155 | 0.0153@
RA 269333 | 263498 | -45.1981 | -44.9276

5.Conclusion

We are still considering other two strategies to co-locate
BRASILSATs A2 and BI, as to say: 1) synchromzing Bl
to A2 motion within 0.05 degrees; 2) iubtaliang Bl at
69.975 degrees sunultaneously with the rexitialization of
A2 at 70.025 degrees, such that the mean separation be
0.059. It can be done at an expense of only few grams of
fuel but tums out to be very reliable.

The two strategies aforementioned seem fo be
operationally simpler to accomplish although the other
two cases approached in this paper are more mteresang
for a permanent co-iocaton. The final conciusion to
which strategy is the best for the transition of services
between BRASILSAT generations is still an open issue,
until the launch of BRASILSAT Bl.
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Abstract

Société Européenne des Satellites is currently apply-
ing the eccentricity and inclination separation strategy
to co-locate three ASTRA satellites, and is planning to
co-locate up to six spacecrafll in the forthcoming years.
We describe how, starting from the general formalism
of the strategy, adaptations of control methods, ex-
tensive simulations and ground systems enhancements
have allowed to realize the co-location while guaran-
teeing absolute safety against the potential risk of col-
lision. Special attention is paid to the role of specific
mission constraints: minimization of the fuel consump-
tion, avoidance of radio frequency shadowing and sen-
sor interferences, reduction of the operational complex-
ity and flexibility of the configuration to accommodate
more satellites. The importance of taking into account
actual satellite and tracking equipment performances is
also emphasized. Three main aspects of the co-location
are considered : the manoeuvres schedule, the defini-
tion of configurations and the strategies used to main-
tain these configurations over the entire mussion. Fi-
nally, current operational u:peri'ence s summanszed.

Key Words: Co-location, station keeping, geostationary
satellites.

1 Introduction

In recent years the crowding of the geostationary or-
bit, combined with the attractiveness for customers to
access a large amount of satellite services {rom one or-
bital position, have stimulated an increasing interest
in the concept of satellites co-location. In particular
a number of studies'~? were devoted to an analysis of
the respective merits of different co-location strategies.
These strategies were essentially designed to prevent,
or at least reduce the potential danger of satellite col-
lisions. However, additional requirements need to be
taken into account when considering the actual imple-
mentation of co-location strategies.

In this paper, we describe how the problem of satel-
lite co-location has been addressed by Société Eu-
ropéenne des Satellites (SES) in order to co-locate the

ASTRA TV-satellite system. The main objective is to
guarantee absolute safety against the potential dan-
ger of satellite collisions in the present case of a three
spacecralt configuration, but also in the future for up
to six satellites co-located at the same orbital posi-
tion of 19.2° = 0.10° East longitude. A sale separation
between the vanous spacecrafl must be ensured not
only in normal circumstances, but also in the case of
possible manoeuvre errors. The strategy must also be
robust against the effects of orbit estimation errors; we
will show below that this is indeed the case, and that
safe co-location can even be guaranteed using stan-
dard tracking equipment. In addition any degradation
of the service that may occur through mutual Radio
Frequency (RF) signal shadowing should be avoided,
as far as this can be done without reducing the sepa-
ration safety. The impact of co-location on the fuel life
of the satellites has of course also to be minimized.

As soon as one is dealing with the co-location of more
than two sateilites, care should also be taken to allow
a smooth transition between configurations involving
different numbers of spacecraft, sach time a new satel-
lite is added to the configuration. For obvious reasons
of operational convenience it is additionally desirable
to have a strategy that aillows an acceptable spreading
of manoeuvres in time.

It should finally be noted that the design of the
propulsion system of some of the ASTRA spacecrait
demands, in order to reduce the fuel consumption, that
no North/South manceuvre be performed at certain
periods of the year. This requires a non-standard inclh-
nation control scheme, which has to be integrated in
the co-location strategy.

We describe below how the eccentricity and inclina-
tion separation strategy'-? was selected and adapted by
SES in order to fulfil the above requirements. We show
how co-location configuration parameters were chosen
and subsequently fine-tuned by means of realistic com-
puter simulations. We finally present the operational
implementation of the co-location as it was realized so
far in the case of three sateilites.
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2 The ASTRA co-location strategy

All ASTRA spacecraft are geostationary, three axis
stabilized, direct broadcasting TV satellites. The cur-
rent configuration (February 1994) consists of three
satellites, but is planned to be extended to six satellites
in the coming years. Major station-keeping character-
istics of these satellites are summarised in Table 1.

Table 1: Station keeping charactenstics of the ASTRA
1A, 1B and 1C satellites. ASTRA 1D, 1E and 1F will
be Hughes HS-601 satellites, like ASTRA 1C.

Satellite Astza 1A Astra 1B Astra IC |
Built by GE GE Hughes
Series 4000 5000 HS-501
mass”’ (kg) 1015 1580 1684 |
area/mass’ 0.023 0.030 0.028 |
(m*/kg) |
Jpanoeuvre errots i
E/W (1-2) 2% i % 2%
N/S (1-2) 4% % 1% l
N/S coupling
tangential <2% <1% <15 %
radial <3i% <% <4 %
* At beginning of life
2.1 The normalized 3 x Jo separation

Current tracking equipment consists of a unique, ac-
curate antenna successively pointing on all satellites
of the configuration and of TV-ranging equipment®.
The system allows raw measurement accuracies better
than 0.01° in azimuth and elevation and of the order of
one metre in range. The corresponding orbit determu-
nation uncertainties were estimated by means of Monte
Carlo simulations of the errors, using a dedicated soft-
ware program. Estimated values of the positional errors
along the radial, tangential and out-of-plane directions
are summarized in Table 2.

Based on these uncertainties about the respective po-
sitions of the spacecralt a safe threshold, which repre-
sents the minimum separation that can be tolerated
between any two satellites of the configuration so as to
guarantee a null collision risk, is now defined.

Table 2: 3o position errors resulting from Orbit Deter-
minations, assuming 2 days of tracking data collected
from a unique tracking antenna and TV-ranging and a
T-days orbit propagation

["Typical position errors (30)
radial direction 400 m
tangential direction 4000 m
normal direction 1800 m

The position uncertainty of each satellite can be rep-
resented by an error ellipsoid, with the largest axs in
the longitudinal direction?. The semi-major axes of the
ellipsoid, that means the radial, tangential and out of
plane positional uncertainties, can be defined as the
3o orbit determination uncertainties after a seven-days
propagation (see Table 2). In order to ensure a signsf-
icant separation between two satellites, it is not sui-
ficient that their respective srror ellipsoids do not in-
tersect : they must somehow be separated. As a con-
vention we will therefore require that the separation
along any direction in space remains always greater
than three times the positional uncertainty along that
direction. This leads to the concept of normalized
3 x 3o separation :

A(3x3e) = \/(T:‘—:): + (‘:—:): + (?—")2(1)

where Ay, A, and A, are the longitude, radial and
out-of-plane separations and ¢, ¢, and ¢, are equal
to three times the corresponding 3o uncertainties. The
total separation is then considered to be safe f A (3 x
3¢) > 1. By contrast close approaches are identified
as situations for which A (3 x 3o) < L.

2.2 The edi co-location strategy

The eccentricity and inclination (edi ) separation strat-
egy consists in ensunng a separation of the satel-
lites by a proper selection of their eccemtncity vec-
tors, & = [ecos( < w),esn(N + )| and inclination
node vectors, 1 = (icos (2,351 0)7 [n these expres
sions e, 1, {1 and w stand for the orbit’'s eccentncity,
inclination, right ascension of the ascending node and
argument of pengee, respectively.

[n the case of two co-located satellites, numerical sim-
ulations performed by GSOC? and CNES? have cieacly
demonstrated the advantages of the el strategy in
terms of separation safety compared to other strategies,
like the longitude and eccentncity separation strate-
gies. This has further been confirmed, for a constel-
lation of up to sux satellites, by realistic simulations*
taking into account the actual performances of cur-
rent tracking equipment and of the ASTRA satellites,
as well as station-keeping and co-location algorithms
identical to those used in operations. Besides, simula-
tions have demonstrated that by allowing a larger ec-
centricity control circle than the longitude and eccen-
tricity separation methods and by avoiding corrective
manoeuvres , the 2dn strategy allows to minimize the
fuel consumption.

For these reasons the el strategy was seiected by
SES for the co-location of three and more spacecrait.
[t has been successfully applied to the co-location of
ASTRA 1A and 1B since October 1992, and of AS-
TRA 1A, 1B and 1C since July 1993. Expenience has
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proved that by requiring neither corrective manoeu-
vies nor manoeuvres to be performed simultanecusly
on all satellites at once, the edni strategy is particularly
convenient from an operational viewpoint.

[n spite of the important advantages discussed above,
the eki strategy involves some problems of its own.
One of these problems results from the required phas-
ing between radial and out-of-piane oscillations of the
various satellite motions. An important parameter for
the control of this phasing is the angle between the
inter-satellite eccentricity and inclination node vectors,
which we call ». When this angle v is equal to 0° or
180° the out-of-plane separation comes to & maximum
when the radial separation vanishes, and vice-versa.
This therefore guarantees a maximum separation be-
tween the satellites. However it makes the latitude and
longitude separations likely to vanish simultaneousiy.
Such situations should be avoided, for they resuit in
the occultation of one spacecraft by another as seen
from an observer on Earth and may cause one space-
craft to enter the field of view of the infrared sensors
of another spacecraft, thereby causing attitude distur-
bances. On the other hand, when the angle v increases
from 0 to 90° the risk of occultation decreases, whereas
the risk of close approach increases. This indicates that
some kind of trade-off has to be found between the risks
of close approach and occultation,

In the case of ASTRA, another difficuity asso-
ciated to the edi strategy anses from its require-
ments in terms of inclination coatrol. Indeed some
ASTRA satellites use, in order to improve the effi-
ciency of North/South manoceuvres, eiectrically heated
thrusters. These thrusters require an amount of slec-
trical power that cannot be provided by the satellite’s
power subsystem during eclipse penods thereby pre-
venting (except at the expense of a higher fuel con-
sumption) North/South manceuvres from being per-
formed at these times of the year. Note that this con-
straint requires the ASTRA satellites to be operated
within a relatively large inclination window of 0.1°.

In the next Sections we describe in more detail how
the elii separation strategy has been adapted to the
station keeping of the ASTRA satellites. The generic
case of V satellites (¥ = 2, ...5) will be considered. The
leading criteria are the minimization of the probabil-
ity of close approaches (even in the case of manoeuvre
errors), the reduction of the fuel consumption and the
minimisation of the operational complexity. The strat-
egy described below has not been specifically devel-
oped to minimize the occurence of RF signal shadow-
ing and sensor interferences. However numencal simu-
lations have demonstrated a posterior that the corre-
sponding nsk stays within quite acceptable limits. In
consequence a discussion of this question is postpaned
to Section 3.

2.3 The eccentricity and inclination configu-

rations

Let us first consider how the configuration is defined
in the inclination node vector plane (which will be
referred hereafler, for simplicity, as the ineclination
piane). The reference inciination configuration can be
visualized as a regular polygon in this plane, each apex
of which is occupied by a satellite of the configuration.
The size and onentation of this polygon can be defined
by the vector joining the centre of the configuration
to one reference apex. The orientation of this vector
can be defined by an angle a, measured relative to
a reference direction. This reference is chosen as the
direction of the secular inclination drift, which forms
an angle 4 with the x-axis of the inclination plane (see
Fig. 1.a). The norm of the vector, which we will denote
At,, determines the size of inclination separations. [n
particular the inclination separation between any two
adjacent spacecraft is given by Ai = 2Ai, sin(x/N).

Figure 1: (a) Reference inciination configuration for
six satellites. (b) Corresponding eccentricity configu-
ration. Short dashed lines: satellite inclination (resp.
eccentricity) vectors reiative to the configuration cen-
tre. Long dashed line: secular inclination drift diree-
tion. Dotted line: direction of the reiative eccentricity
vector between two sateilites of a same group (group
1: 1A/1C; group 2: 1E/1F; group 3: 1D/1B).

The eccenirmcily configuraiion is obtained by a rota-
tion of the reference inclination configuration by the
angie v (see Fig. 1.b). [n this way the configuration in
the eccentricity vector piane turns out to be also a regu-
lar polygon, which must be scaled in order to determine
the eccentricity separations. By analogy to the inclina-
tion configuration, a vector of norm Ae, can be defined
such that the eccentricity separation between two ad-
jacent spacecraft is given by Ae = 24e, sin(x/N).
We will address below the question of specifying the
esccentricity configuration centre, i.e. the point of the
eccentricity plane on which the poiygon will be centred.

As appears {rom the above discussion the configura-
tion is entirely determined, for a given number N of
satellites, by the four parameters a, v, Ai., Ae.. We
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will now analyze how these parameters can be defined
in order to fulfil the mission requirements.

Firstly, the eccentricity and inclination separations
must ensure safety in the case of normal manoeuvre
performance and orbit determination errors, as well as
in the exceptional case of manceuvre aborts. In ad-
dition, as large an eccentricity control mirele as pos-
sible should be chosen in order tc mummuze the fuel
consumption. However the size of these separations is
limited by the requirement that each sateilite remains
within the assigned longitude and latitude windows
during a whole station keeping cycle of fourteen days.
In the case of the inclination configuration, tolerable
separations are even further lmited by the restriction
affecting North/South manoeuvres dunng eclipse pe-
riods. These considerations essenually determine the
values of the configuration parameters Me. and A:.,

Before discussing the choice of the parameters a and
v, one should remark that the above considerations ap-
ply to the reference configuration for a fixed number
N of spacecraft. In practice, however, one has to con-
sider the fact that the number of co-located spacecrait
will evolve as new satellites are being launched. This
requires some care about the transitions between con-
fgurations involving different numbers of spacecraji. in
this paper we will consider the general case of succes-
sive configurations involving three to six members. The
goal of the approach presented here is to find a compro-
mise between the optimum separation resuiting from
the “standard” N-spacecraft configuration and the re-
quirement to minimize the number of manoeuvres and
the fuel consumption associated to each modification
of the configuration. In fact, depending on the time
elapsed between the launches of consecutive sateilites
one may then decide, aither to always work with a ref-
erence N-spacecraft configuration (in case each config-
uration has to be maintained long enough), ot to realize
immediately a configuration valid for a larger number
of satellites than those being currently operated, say
N +1or N +2. [n the latter case of course, a transition
will be avoided at the expense of smaller separations
and of a higher fuel consumption, because of a tighter
station keeping control. To be noted is also the fact
that transitions will in general not be realized by simal-
taneous burns on all satellites, but will result from a
longer sequence of smaller corrections distributed over
many station keeping cycies, in order to avoid close
approaches and minimize {uel requirements.

The requirement to ensure smooth transitions be-
tween successive configurations determines the opumal
value of the angie a, for any number N of satellites,
once the corresponding value is known fot the N —1 or
N — 2 configuration. As an exampie Fig. 2 shows how,
starting {rom a given four-spacecraft configuration, a
six-spacecraft configuration can be achieved with mini-
mum fuel expenditure (and avoiding close approaches),

and how this transition affects the angie a. In this way
the problem is reduced to the determination of the m-
tial value of the angle o for the smallest configuration,
N = 2. Realistic simulations have been performed for
the successive configurations N = 2, ..., 6 in order to
determune the optumal vaiue of this initial angie, which
avolds ciose approaches and mumimizes the occurences
of RF signal biockage.

Figure 2: Opumum transition between four spacecrail
(solid lines) and six spacecralt (dashed lines) configu-
rations. (a) Inclination piane. (b) Eccentnicity plane.
Arrows: required orbit corrections. Long dashed line:
secular inciination dnit direction,

The angle v s finaily determined so as to avoid that
the inter-saieilite eccentncity and inclnation vectors
become perpendicuiar in case of manoeuvre errors. As
will be described in more detall in paragraph 2.4 the
consteilation of satelites 15 subdivided, from the point
of view of the manoeuvres schedule, into groups of
spacecrafi on which North/South manoeuvres are per-
formed simuitaneousiy. Small vanations of the angie »
in case of North/South manoeuvre errors can then be
ensured by choosing the relative eccentricity vector be-
tween two satellites of a same group perpendicular to
the secular inciination drnift direction (i.e. the direction
along which North/South manoeuvres are performed).
This is shown in Fig. 3.

Theoretical studies based on the manoeuvre perfor-
mances of the ASTRA sateilites and orbit determu-
nation accuracies have been performed to adjust the
parameters of the =& configuration. Values of these
parameters have further been refined by extensive nu-
merical simulations ‘. Table 3 summarizes the nominal
parameters of the ASTRA configuration.

2.4 Manoeuvre pianning

As mentioned in the introduction, the operation of a
large number of satellites calls for a manoeuvre pian-
ning that allows the workload to be distributed in time.
This led us to subdivide the spacecraft into groups
of two, such that North/South (resp. East/West) ma-
noeuvres are performed on different days on spacecrait
belonging to different groups. Considering a station
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configuration will never be exactly identical to the ref-
erence or alternate one. In order to minimise the fuel
consumption, it is generally not desirable to completely
correct these errors during the next cycle, except in
cases where this may lead to a nsk of close approach.
In consequence one has to define how far from the nom-
inal configuration the target configuration can be such
as to still keep a null close approach sk, and use this
tolerance to keep the North/South manoeuvres direc-
tion as close as possible to the optimum direction de-
fined above. This led us to introduce the concept of
an “inclination configuration varation set”, which can
be represented by tolerance circles centred around sach
spacecraft inclination vector.

The inclination control strategy allows to compute
target inclination vectors for a given cycle (referenced
hereafter as “computed cyele”) and for a given group
of satellites. This comprises three steps:

1. First inclination vectors of all satellites are propa-
gated from the end of the previcus cycle to a reference
epoch. It should be noted that the reference epochs are
different from one group of satellites to another, due
to the dephasing of the manoeuvres. Since only rela-
tive positions actually matter from the point of view
of the co-location, however, any global shift of the con-
figuration caused by manoeuvre errors of the previous
cycle should be tolerated, and not compensated for.
We therefore offset the propagated inclination config-
uration by a vector that accounts for this global error
(see Fig. 5). The resulting configuration is then cailed
the “nominal inclination configuration”.

2. From the “nominal inclination configuration™ a
“nominal target inclination configuration” can be ob-
tained by adding the computed inclination corrections.

3. Finally the actual inclination vectors of the van-
ous satellites are propagated to their respective refer-
ence epochs, and the same inclination corrections as
defined in step 2 are applied to the resulting “actual
configuration”. This directly defines the “actual tar-
get inclination configuration”, but this target config-
uration is corrected if any individual satellite leaves a
given tolerance circle centred around the corresponding
apex of the “nominal target inclination configuration”
computed in step 2 (see Fig. 6).

2.8  Eccentricity control strategy

In paragraph 2.3, we presented the eccentricity con-
figuration as resulting {rom a rotation of the reference
inclination configuration by an angle v. Since this an-
gle » plays an important role in the minimization of
the close approach risk, the eccentricity control strat-
egy must keep it within specified margins. This can be
realized by applying to each satellite the “Sun point-
ing perigee” strategy’ relative to a specific control cir-
cle centre (one per satellite). These centres define the
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Figure 5: Construction of the “nominal inclination con-
figuration”. ;}‘ (7 = 1,...,4): targer configuration vec-

tots {rom previous cycle. 1" : propagated targets. ;;v

- e i } 3
nominal inciination vectors before the manceuvres.
Waving curves: [ree inclination dnft during one cycle.

Arrow: global error from the previous cycie.

configuration geometry. The inter-satellite eccentncity
vectors are kept nearly parallel during the free eccen-
tricity drift. Over one year of station keeping the var-
ious satellites keep the same reiative positions within
the eccentricity configuration, whereas the centre of the
configuration describes a circle in the eccentricity vec-
tor plane. Combined with the fact that the inclination
configuration also maintains a nearly constant orienta-
tion, this guarantees that the angle v will not undergo
significant variations.

3 Validation of the strategy

[n order to validate the co-location strategy de-
scribed in Section 2 and fine-tune the corresponding co-
location parameters (Table 3), extensive realistic sim-
ulations have been performed* over periods which are
representative of spacecraft lifetimes. The main results
are summarnsed in Table 4. We will successively con-
sider below how the vanous crnitena defined in the in-
troduction are fulfilled according to these simulations.

3.1 Risk of close approach

Simulations have confirmed that the selected large ec-
centricity and inclination separations and small value
of the angle v (Table 3) ensure a safe separation. [a
other words mo close approach does occur, the nor-
malized 3 x 3o separation defined in Section 2 always
remaining greater than one. This implies that no cor-
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Table 3: The nominal parameters of the ASTRA edn
configuration, for vanious vaiues of the number of satei-
lites, N. e, represents the eccentneity controi radius.
MNumbers in parenthesis stand for powers of 10.

N=1 N=4 N=3 N=8§
Ae | 3.2(-4) 3.2(—4) 2.85(—4) 2.25(-4)
Ae, | 2.25(-4) 2.25(-4) 2.25(—4) 2.25(—4)
As 0.03° 0.03* 0.03* 0.025°
Ai, | 0.021° 0.021° 0.025° 0.025°
a -50° -&0° ~33* -40-
v 10° 10° -4° 3
e. | 2.25(—4) 2.25(-4) 2.25(-4) 2.25(-4)

keeping cycle of fourtesn days this yields, in the case of
four spacecraft, two groups with manoceuvres separated
by seven days and, in the case of six spacecraft, three
groups with manoeuvres separated by {our or five days
(see Fig. 3). In addition to the workload distnibution
already mentioned, this pianning offers the advantage
of a greater flexibility in the sense that a problem with
the execution of one manoceuvre will not impact the
pianning of manceuvres for a different group of satei-
lites. Moreover it allows the manoeuvres oi one group
of satellites to be optimized based on the performances
of the manoeuvres of the other groups.

joats PREa it rhmg e brininglin s eitrinsinam

Figure 3: Typical manoceuvres schedule for six satel-
lites. Dots (s) represent East/West manoeuvres; dia-
monds (o) represent North/South manoeuvres.

Due to the dephasing of station keeping cycles, the
reference inclination configuration will only be main-
tained during a portion of the cycle. During the rest of
the time, the reference inclination configuration is re-
placed by so-called allernate inclination configurations,
this causes a decresse of the minimum inter-sateilite
3 x 3o separation compared to the case of simuitaneous
manoeuvres on all satellites. However, sxtensive reai-
istic simulations have demonstrated that the impact
on the risk of close approach remains negigible. Note
that, although the eccentricity configuration also un-
dergoes similar deformations, these are small and have
a negligible impact.

Another small compiication comes, in the case of the
ASTRA satellites, {rom the fact that the spacecraft
have to enter the eclipse period in the reference zon-
figuration. This is because the reference configuration
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1s smaller than the alternate ones, making it easier to
stay within the presenibed inclination window during
the eclipse period [restnction on North/South maneu-
vers). This imposes that the manoeuvre pianmng be
modified upoan entry and exit of the eclipse period, as
shown in Fig. 4. For operational convenience, a yeariy
manoceuvre pianmng is defined that takes these con-
straints (nto account.

|Saccr < - ‘. - - e e
| S moiry . ‘e - - 1'0. ‘e
1
GROOF - . e - e -

Figure 4: Modification of the manceuvres scheduie on
entry and exit of the sclipse period. Dots (e} rep-
tesent East/West manoeuvres; diamonds (o) repre-
sent North/South manceuvres. The shaded area cor-
responds to the eclipse period.

2.5 Inclination control strategy

The incunation zontfol sirategy invoives two mam as
pects: the computation of the optimum inclination cor-
tections on oae hand, and :nclination controi in itseif,
on the other hand. The probiem of determuning the op-
umum direction of inclination corrections resuits from
the requirement to maintain not a singie satellite® buta
whole inclination configuration, as well as from the lim-
itation affecting North/South manoceuvres during the
eclipse season. Therefore, instead of sxactly following
the secular inclination dnft direction, one computes the
optimum North/South manceuvres inclination corree-
tion as follows:

1. the current inclination comfiguration is propa-
gated, with simulation of North/South manoeuvres
performed at specifisd dates over the year (according
to the pianning discussed i Section 2.4) and along a
fixed direction until one of the satellites leaves the box.

2. Both the direction and size of the inciination cor-
rection are then iteratively adjusted in order to max-
imuze the time that the configuration stays inside the
:nclination toierance window.

Once the optimum inciination correction has been
determuned, a strategy needs to be deveioped in or-
der to maintain the inclination configuration defined
in Section 2.3, under the two {ollowing constraints:

1. [n the case of non-simultaneous North/South ma-
aoeuvres, the usual notion of inclination configuration
has to be revised as a consequence of the transitions
between the reference and aiternate configurations.

2. Due to manoceuvre srrors, the actual inciination
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Figure 6: Construction of the “corrected target incli-
nation configuration”. ‘V : nominal mchnauon vectors

before the manoeuvres (j =1,..,4). 7 : nominal tar-

gets. s : actual inclination vectors befou- manoeuvress.

AN: optimum inclination correction applied to the
nominal configuration. Asf': optimum correction ap-
plied to the first spacecraft of the actual configurauon.
Asf: correction applied to the first spacecraft of the
actual configuration to bring the resulting inclination
vector within the tolerance circle. Long dashed line:
optimum inclination correction direction.

tective manoeuvre is required in order to guarantee a
null risk of close approach. Even in the case of manoceu-
vre aborts, no close approach below the safe threshold
occurs within the two days following the event. This
time interval is long enough to perform efficient and
safe corrective manoeuvres.

3.2 Fuel consumption

The additional fraction of fuel required for the co-
location of three to six spacecraft compared to the sin-
gle satellite case is seen to vary from 1% to 5%. This
relatively small amount reflects the good efficiency of
the developed strategy.

3.3 RF shadowing and sensor interferences

With the selected configuration parameters (Table 3),
RF signal shadowing events are predicted to occur, de-
pending on the number N of co-located satellites, from
one per month (N = 2) to one per week (N = 8), per
satellite and on the average. Earth sensor interference
events are even more frequent, for the sensors field of
view is generally significantly wider than the aperture

Table 4: Results of realistic computer simulations for a
baseline of three to six co-located spacecraft

EVENTS N=3 N=4 N=5 N=3
|_lou approaches

Min 3 x 3o 15 3.0 1.2 1.5

| Below 10 km"® 5 20 406 2400

Below 5 km” 0 0 0 0
" RF mgnal blockage

Mean""* 28 35 50 35

Maximum** 19 45 60 65

Below 10 km** 1 1 6 10

Min distance (km) 9.7 9.0 8.5 8.0

Sensor interferences

Min distance (km) 10.0 10.0 6.9 6.0

Additional fuel vs

single satellite (%) 1.2 1.5 4.4 4.9

* Number of events per year
°* Number of events per year and per spacecrafl

of the RF antenna beam. However, because the selected
ed1 strategy has been developed mainly to minimize
the nsk of close approach, signal shadowing and Earth
sensor interfersnce events occur at large inter-satellite
distances (typically above 8000 metres for ¥ = §). At
these large inter-satellite distances the gain loss due
to RF anteana beam blockage is expected to be smail.
Moreover the duration of one shadowing event above
a given point of the antenna footpriat lasts no longer
than one minute. Similarly, the impact of Earth seasor
interferences on the attitude is expected to be negiig-
bie when the inter-satellite distance is large.

4 Operational implementation

Implementation of the efz1 stratregy required several
enhancements of existing tracking equipment, data col-
lection, station-keeping and monitoring software appli-
cations. All tracking data used for the station-keeping
of the ASTRA satellites are obtained from a unique
station located in Betadorf (Luxembourg). The main
improvement of our tracking equipment consisted, on
one hand, in the installation of a unique accurate an-
tenna driven by a dedicated computer, commanding
the sequential tracking of all satellites. This solution
minimizes the relative biases and systematic errors
arising when different antennae are used to measure
the relative positions of the sateilites. On the other
hand, sccurate TV ranging squipment® was installed
and provides a continuous stream of data at all times.

In addition to more sccurate tracking systems, co-
location imposes specific requirements on orbital soft-
ware like 2 higher demand in terms of modelling ac-
curacy than for single satellites, and a multi-saseilite
operations concept. For these reasons, SES elected to
buy the GeoConirol system developed by the German
Space Operations Center’. In order to implement the
special concept of co-location planning and targeting
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described in Section 2, an additional module has been
added to GeoControl by SES. This module generates
target eiements for all co-located spacecrait in a form
that can directly be processed by the standard manoceu-
vre planning module of GeoControl. [t thereby allows
a centralized control of the configuration.
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Figure 7: el strategy for ASTRA 1A, 1B and 1C from
July to December 1993. The plot shows the normalized
3 x 3o separation and intersatellite distance as a func-
tion of time, and the occurence of manoeuvres. Solid
lines : 1A/1B separation. Dashed lines : 1A/1C sepa-
ration. Dotted lines : 1B/1C separation.

Besides, particular attention was paid to the devel
opment of systems allowing a continuous monitoring of
the co-location. A first system automates orbit deter-
mination activities. [t allows to continuously momitor
tracking data quality, orbital parameters and manoeu-
vre performances and gives alarms when abnormai sit-
uations are detected. Based on the latest orbital infor-
mation provided by this system for the various satel-
lites, a second system continuously evaluates zonfigu-
ration parameters and the risk of close approach.

The developed el strategy was applied to ASTRA
1A and 1B from October 1992 to July 1993. Opera-
tional expenence has confirmed the results of numer:-
cal simulations and the efficiency of the edn strategy.
This further increased our confidence in the capability
of this strategy to be applied to three and more satel-
lites. Since July 1993 ASTRA 1A, 1B and 1C have also
been safely co-located using this strategy (see Fig. 7).
Since the next satellite, ASTRA 1D, is to be launched
in 1994, the three spacecraft are currently operated
using a configuration which i1s already valid for four
spacecraft. As discussed in paragraph 2.4 this will sim-
plify the insertion of ASTRA 1D in the consteilation.

5 Conclusions

We have described the method of proceeding used
by SES to achieve the goal of efficiently co-locating up

to six spacecraft. We have shown, in particular, which
steps were required to bridge the gap betweea the gen-
eral formaiism of co-iocation and its actual implemen-
tation. First, it has been shown how the ed: strategy
has been adapted and refined to guarantee absolute
safety against the potential nsk of colisions. even in
case of manoeuvre aborts, and to cope with specific
satellite and mussion constraints. Second, it was shown
how realistic simuiations allowing accurate predictions
of all effects of the co-iocation have preceded actual
implementation in space. Finally, we have described
what enhancements were required at the ground seg-
ment level, and how the co-location of successively two
and three sateilites has been realized.
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Abstract

The NOVA-II satellite was the last of three "drag
free" spacecraft to be placed into the Transit
Navigation System's constellation of satellites, After
its launch from Vandenburg Air Force Base into an
initial 510 x 170 nmi near polar orbit, an intensive
two-week operations schedule was implemented to:
raise the orbit approximately 450 nmi to within .015
sec of desired period, trim eccentricity to within
.003, trim inclination to within .006 degrees of
requirement, freeze the phase of the spacecraft in
orbit relative to the other two "dr ag free” satellites,
dump extra fuel by deliberately designing fuel
wasting burns, and transition the spacecraft from a
slow spin mode (o gravity gradient.

This paper will briefly discuss the concept of a
“drag free” satellite, the selection of the orbit plane
in the constellation, and the derivation of the
required final orbit parameters.

The paper will also discuss peripheral support
needed to assist the OATS (Orbit Adjust and
Transfer System) ground software, including attitude
determination and maneuvers, orbit determination,
and orbit prediction through the burns. However, the
specific focus of this paper is on the design and
execution of the nine OATS burns that accomplished
the orbital maneuvers.

Introduction

The Navy Navigation Satellite System, also known
as the Transit system, bas been in operation since
1964 and available to the public since 1967. At the
time of NOV A-Il launch, the constellation consisted
of 11 satellites in eight near polar orbit planes as
shown in Figure 1'. Satellites included three first
generation Oscar spacecraft in individual orbits, six
second generation Oscar spacecraft called SOOS
(Stacked Oscar On Scout) in three orbit planes (each
containing two Oscars launched on the same Scout
rocket), and finally, two third generation spacecrafl
called NOVA which not only contained on-board

fuel (hydrazine) for initial orbit adjustment, but also
utilized a DISturbance COmpensation System
(DISCOS) to neutralize drag and other external
effects (0 maintain an exact orbital period.

The "Drag-Free" Satellite

A user of the Transit system depends on a sateilite
to broadcast i1s current position (o the ground, This
position is predicted on-board from a recently
uplinked set of orbit ¢lements. Any error in the
predicted position of the satellite will cause an
equivalent error in the user’s derived position. Even
at altitudes of over 600 nmi (nearly 1100 km), drag
and especially radiation pressure will affect a typical
sateilite’s predicted orbit sufficiently such that daily
uplinks of new orbit parameters are necessary. To
alleviate this problem. three "drag free” satellites
were inserted into the constellation.

The “drag-free” satellite utilizes a DISCOS
composed of a free floating proof mass contained in
an internal cavity, and a set of thrusters that react to
proof mass position. While the three-axis DISCOS
was pioneered first at Stanford University®, the
single-axis DISCOS was designed and developed at
The Jonns Hopkins University Applied Physics
Laboratory for use on the NOVAs. The DISCOS
consists of a cylindrical proof mass floating about a
suspension wire in a cavily that is shielded from
externai surface forces (drag and radiauon pressure).
These forces perturb the spacecraft body only,
causing the proof mass to move off center. When
this happens, optical sensors detect the change in
proof mass position and fire teflon piasma thrusters
that cause the spacecrail 10 move and re-center the
proof mass. Consequently, the spacecraft 1s slaved
to follow the drag-{ree orbit of the proof mass.

Orbit Requirements

Five of the six Kepler elements for the final orbit
were specified prior to launch. Argument of perigee
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Figure 1 Transit constellation
after NOVA-II insertion. Labels
depict ascending node.

was ignored since eccentricity would be small.
Ascending node and mean anomaly (phasing)

Ascending node and phasing requirements were
specified by considering the 'NOVAs as a separate
constellation from the other spacecraft in the Transit
system. This was possible because the "drag-free”
NOVAs presented a greatly enbanced 24-br
ephemeris prediction over the Oscars’. Because they
provided the highest valued navigation fix (o the
user, it was advantageous to provide the widest
possible coverage by maximizing the separation
distance in inertial space between any two NOVAs
over an orbit.

Figure 1 shows the Transit constellation including
the final chosen NOVA-II orbit plane. Labels are
placed next to the ascending nodes. Ascending nodes
for NOVA-Iand NOVA-III were 24 degrees and 112
degrees respectively. The term "phasing” refers (o
the relative angle between two satellites measured
from the equator. NOVA-1 and NOVA-IIl were
phased exactly 180 degrees apart, meaning they
would be over opposite poles or at ascending and
descending nodes respectively at some given time.

A computer simulation showed that the minimum
distance between any two NOV A satellites over one

orbit was maximized if NOVA-II's ascending node
was 68 degrees, exactly half way between NOVA-I
and NOVA-III, and if phase angle was <90 degrees
relative to NOVA-I. When NOVAs | and 111 would
be over the south and north pole respectively,
NOVA-II would be at its ascending node.

Semi-major axis

A semi-major axis of 4079.715 nmi was required
that would match the 6539 850 second nodal periods
of the other NOVAs, with a tolerance of 0.015
seconds. Period error within this tolerance would be
trimmed by using the DISCOS as a low energy orbit
adjust device by biasing the proof mass position off-
center and causing persisieat teflon thruster finng.

Eccentricity

The eccentricity requirement was only that the
orbit be “near circuiar', which was arbitrarily
defined as any vaiue 0.005 or less.

Inclination

The choice of inclination was critical for the long-
term precession of the ascending node. A NOVA
constellation requirement was (0 maintain the initial
orbit plane separations beirween the NOVAs (o a
tolerance of four degrees over six years,

A software system called the Orbit Determination
Program (ODP) is wused to support Transit
operations. One portion of ODP, called the Analyuc
Integrator (Al), is used for [ong-term (several years)
orbit predictions of the mean Kepler elements. The
Al is a high fidelity integrator, including a 35x35
gravitational model, drag, radiation pressure, sun,
moon, and tidal effects. These perturbations are
computed analytically for each Kepler element over
an exactnodal orbit (equator to equator). By treating
each orbit as a single integration step, reliabie
predictions are obtained over long periods of time.
As a test case, the Al was proven to predict the orbit
elements of NOVA-I (launched in 1981) to within
.004 degrees in inclination and 0.18 degrees in node
over a period of six years.

The orbits for NOVA-I and NOVA-II were
predicted for six years to obtain node information,
The six year node value for NOVA-II was predicted
using a starting inclination value of 90 degrees, then
iterated until the node value was midway between
that of NOVA-I and NOVA-III. Because inclination
changes daily due to lunar effects, the precise final
inclination value could net be chosen until the day
of the last burn of the orbit adjust phase. A
preliminary value of 90.008 degrees, with a
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tolerance of .006 degrees, was agreed upon based on
the estimated last maneuver date.

Supporting Operations
Operations center

Post-launch operations were conducted from the
Test and Evaluation Center located at Point Mugu
Naval Air Station near Oxnard, Califormia. All
commanding and telemetry processing was
performed on site. Telemetry was also received from
remote stations in Hawaii, Maine, and Minnesota.

Tracking

During the post-launch phase, orbit elements from
radar tracking were received at least twice daily
from NORAD (now USSPACECOM) located in
Colorado. It was also required that predicted orbit
elements (as a result of the orbit maneuver burns) be
sent to NORAD to aid acquisition by their tracking
sites, since these burns would alter predicted rise
and set times by several minutes.

Attitude control and determination

A vital part of the orbit adjust phase was the
ability to control spin rate and attitude of the
spacecraft, and to determine the current attitude in
a timely and accurate fashion. Attitude control
devices consisted of a magnetic z-coil
(electromagnet aligned with the z-axis) for changing
z-axis attitude, electromagnetjc torquer rods for
changing the spacecraft (s/c) spin rate, and nutation
dampers at the end of the solar panels. The torquer
rods were controlled by the on-board computer that,
by reading the magnetometers, would switch the
polarity of the rods once per revolution to utilize
Earth's magnetic field (o create an overall torque
around the s/c spin axis.

Similarly, the z-coil was commanded (o a given
polarity and used to slue the s/c spin axis and
momentum vector to desired locations. Typicaily, a
sequence of several siues (defined by polanues and
on-off times) were required to move the s/c to the
desired attitude over a period of hours or, in some
cases, days. Ground sofiware was written (0 compute
the optimal sequence of slues. The original attitude
maneuver plan consisted of despinning the s/c so the
z-coil would be more effective, perform the attitude
slues, then spinup the s/c to provide better stability
during the OATS burns. Unfortunately, it was soon
apparent that the process of spinning up the s/c
perturbed the attitude enough to cause the OATS
burns to be less than optimal, Thus, the plan to

despin the s/c for the attitude maneuvers was
abandoned midway through the post-launch phase.

Attitude determination was performed via ground
processing of magnetometer and spinning DSAD
(Digital Solar Awtude Detector) data. Three
magnetometers provided data to form field line
vectors in body coordinates. The DSAD provided
solar elevation in body coordinates and a time of
solar passage of the slit opening. By knowing the
azimuth mounting of the DSAD on the spinning s/c,
az-el coordinates of the sun were derived in body
coordinates. Ground processing used a batch least
squares techmique with the attitude data and truth
model data (o determine inertial orientation of the
s/c z-axis.

Attitude was described with inertial right ascension
(RA) and declination (DEC) angles for the s/c z-
axis, nominally the spin axis. RA 1s measured as the
positive angle from the Line of Aries towards the
celestial Y-axis, while DEC is measured positive
from the equatorial plane owards the north.

OATS software

The OATS software programs were wrilten in
Iverson’s A Programming Language (APL) and
operated on a simple I1BM compatible PC. Although
mission operations employed the use of PLI
programs on a large mainframe computer for attitude
and telemetry purposes, the OATS software was
deliberately kept separate (o utilize APL's powerful
graphics display capabilites,

Blowdown curves

One function of the OATS software was (o produce
so-cailed 'blowdown' curves, which were a set of
poiynomial coefficients describing the performance
of the OATS engine over ume. The combination of
diminishing thrust and s/c weight during fuel
depletion bad to be modeiled in the burn algorithms.

Inputs to the blowdown algorithm were: dry
spacecraft weight (304 Ibs), fuel load (61 lbs), and
inital tank pressure (350 psi). Outputs from the
algorithm were: total burn time (3399 sec), available
deita-v (1314 fps), sets of fourth-order polynomial
coefficients for acceleration and fuel weight, and
plots of fuel weight and acceleration as a function of
total burn time. The acceleration polynomial was
utilized by the OATS burn design program lo
integrate orbit elements throughout the burns.
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Orbit perturbation equations

OATS burn design was based on the following set
of equations which relate changes to the six mean
Kepler elements given an acceleration in HLC
(Height, aLong-track, Cross-track) coordinates.’
These are sometimes also called the radial, in-track,
and cross-track elements of a local verucal, local
horizontal coordinate system.

Declare:
a = semi-major axis,
e = gccentricity,
i = inclination,
1 = ascending node,
@ = argument of perigee,
M = mean anomaly,
f = true anomaly,
E = eccentric anomaly,
n = mean motion,
H = radial acceleration component,
L = in-track acceleration component,
C = cross-track acceleration component, and
B = argument of lautude,

if
y=1-e(CosE) and
p = (1-¢%)7, then
4 = (2/np) [e(sin NH + (1+e(cos N)L] (1)

¢ = (p/na) [(sin NH + ((cos E)+(cos N)L] (2)

i = (y/nap)(cos §)C v (3)

Q = (y/nap)C(sin )/(sin i) (4)

© = (p/nae) [-H(cos ) + (1+y/(1-e*))(sin HL] (5)
- (cos )

M = (2y/ma)H - p(@ + (cos 1)Q2) + n (6)

Burn computations

Inputs to the burn computation program were
current orbit elements from NORAD, target orbit
elements (a, e, i), total accumulated burn tume, orbit
number to burn on, and burn duration. Qutputs were
desired s/c attitude, time of center of the burn, post-
burn mean Kepler elements, fuel remaining, and
total delta-v used.

Each burn was designed to adjust semi-major axis,
eccentricity, and inclination optimally and
simultaneously towards the target elements. As such,
ascending node, argument of perigee, and mean

anomaly were allowed to freely vary, although
pbasing of the s/c (sum of perigee and mean
anomaly) was accomplished by concrolling the
overall timeline of the burns. The software could
design each burn as an optimal individual burn only,
or was capable of automatically generating optimal
pairs of burns such as Hohmann transters. Burn
design was based on solving simultaneously for the
forces in equations (1) through (3).*

Post-Launch Scenario
Spacecraft Configuration

Launch of NOVA-Il was southward from
Vandenburg AFB, California in June of 1988.
Burnout of the booster occurred near the equator,
providing an initial 510 x 170 nmi orbit with perigee
at the descending node, an inclination of 90.13
degrees, and ascending node at 67.75 degrees.

After separation from the launch vehicle, the
spacecraft was despun from s imparted bhigh
rotational rate by releasing despin (yo-vo) cables
and their attached weights. The deployment of the
four solar panels further reduced the rate to about
two rpm, and the orbit adjust phase commenced.

Figure 2 shows the spin stabilized s/¢ configuration
during this phase. The momentum wheel and
DISCOS were disabled, The despin rods were used
to increase or decrease the spin rate (0 accomplish
attitude maneuvers to support the burns. The OATS
tank formed the top of the s/c and was held in place
by a clamp strap; it was eventually deployed on a
40-foot boom when the s/c wenl into gravity
gradient capture.

Burn constraints

Figure 3 shows the imnal and target orbit as
viewed from the negauve orbit normal. Spacecraft
motion is clockwise. The configuration is set up for
a classic textbook Hobmann transfer solution, with
the first burn occurring at iniual orbit apogee to
raise perigee, and a second burn at this point to
circularize the orbit. However, thére were (wo
operational constraints that would probibit a
classical solution to this scenano.

First, there was insufficient delta-v available
during any one burn (0 accomplish the desired
maneuver using an inerually pointed thrust vector.
Thus, a series of several burns was needed (o raise
the orbil.

Second, the attitude maneuver rate was guite slow,
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Figure 2

given the limited power of the z-coil, and at times
would consume up to 30 hours for the larger slues.
Because contacts with the s/c were arranged in
twelve bour clusters, attitude maneuvers were
sometimes cut short by a few hours in (he interest of
saving twelve. This, coupled with fuel slosh
perturbations, meant that very rarely did the
achieved attitude state actually match the desired.
Thus burns were bhastily redesigned with the
achieved attitude and were somewhat sub-opumal in
performance.

Burn 1 (L + 1 day)

Orbit elements were obtained from NORAD
approximately six hours after launch, and used to
design the first burn. This was a calibration burn
required to be observed in real ume over the
operalions center, located at 34 degrees lattude,
Referring to Figure 3, the burn would occur 34
degrees north of apogee on an ascending pass. The
initial attitude after the solar panel deployment had
a declination of -29 degrees, which was favorable
for an in-track force component over the station.
Because it would only take one hour, it was decided
to maneuver to (RA=68, DEC= -45) putting the
force vector close to the orbit plane (for small
inclination adjustments) and optimal energy for
burns over the mid-latitudes.

Unfortunately, an erroneous orbit was used to
generate the slue commands. The resulting atttude
became (RA=114, DEC=-37), and although the
cross-track component would actuaily increase
inclination slightly, it was decided to perform a 60
second duration test burn commencing in view of the
station, approximately 36 hours after launch. By the
time of burn execution, the attitude had drifted to
(RA=108, DEC=-139), so the predicted burn resuits
were quickly recomputed and forwarded to NORAD.
The spacecraft spin rate had been lowered to-two
rpm during the attitude maneuver, and because the

burn would be short, was left at that value instead
of increased for stability purposes.

Within three hours, a tracked orbit was received
and compared with the predicted resuits, Predicted
orbit changes were (4a=9.92, Ae=-.00183, 4i=.037),
and compared exceilently with the tracked changes
of (Aa=991, Ae=-0019, Ai=.041). With confidence
that the omboard OATS sysitem was operating
nominally, the remaining burns were designed for
greater performance,

Burn 2 (L + 3 days)

Burn 2 was designed 1o increase perigee as quickly
as possible, since its very low altitude was keeping
contact times on that half of the orbit (o under ten
minutes. This was severely limiting mission
operation’s ability to uplink commands and obtain
telemetry. Like burn 1, it was decided to choose an
attitude with thrust vector in the orbit plane (to
reduce cross-track thrust) and a declination so that
burns over the ascending north mid-latitudes would
have a large in-track component. Attitude was
targeted for (RA=66, DEC=-50) which would give a
slight negative cross-track component for reducing
inclination. This attitude was matched perfectly by
the maneuver; however, when (he spin rate was
increased from two (o three rpm, atutude drifted to
(RA=69, DEC=-45) causing a cross-track component
unfavorable for inclination adjusument.

This incident prompted the decision 10 increase the
s/c spin rate to four rpm and keep it there for the
duration of the post-launch exercise, at the expense
of increased siue imes for the attitude maneuvers.
Commands were uplinked for the spinup and slue
over 10 (RA=60, DEC=-53) (a less time consuming
slue than originally planned); however, sub-optimal
performance resuited in only 3.8 rpm at (RA=S5,
DEC=-50). Rather than spend at least an extra half
day trimming the actitude, it was decided to perform
the burn as scheduled despite an unnecessarily large
cross-urack component. To avoid overshooting
inclinauon, the burn duration was decreased from
480 seconds to 300.

leitial ersat
$10 = 179 s
L= 9013

apoges AT Ancmadisg sods

Target ardit
1 = 90.00%
636 ami. ciresler

Figure 3
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Post-burn orbit tracking once again verified the
nominal performance of the onboard OATS system
and the ability of the ground software prediction
capabilities. Tracked orbit values were within 0.01
nmi semi-major axis and .001 degrees inclinauon of
the predicted values,

After burn two, the phase angle and phase rate of
NOVA-II relative to NOVA-III was calculated,
primarily as a dry-run exercise, by a computer
program utilizing input orbit elements for the two
spacecraft. At this early time, NOVA-II was
“lapping” NOVA-I every 20 hours.

Burns 3/4 (L + 4 days)

Burns 3 and 4 were designed simultaneously as a
consecutive orbit pair, and were very similar to the
highly successful burn 2. The goal of these two
burns was (o continue to raise perigee and (rim
inclination. Because the first two burns had some
radial component and had not been centered exactly
at apogee, apogee alutude itself was slowly
increasing along with perigee. By deliberately
designing these types of slightly inefficient burns
(there was at least a 15 percent fuel margin), it
would be possible (o chip away al apogee and
hopefully avoid a potential 180 degree slue for a
burn later in the sequence.

A residual effect of the first two burns was that
apogee had been driven 30 degrees south of the
equator. [t was desired to move burns 3 and 4
farther south as well, at least to the equator, and to
do so meant a large negative declinauon was
required. An attitude maneuver was put into effect,
resulting in a final attitude of (RA=60, DEC=-71).
This was favarable for inclination adjustment, and
two 480 second burns, centered over the equator and
30 degrees south latitude respectively, were
performed on consecutive orbits. Note that burn 4
was performed 'in the blind', meaning the attitude
and orbit results of burn 3 were unknown at the
time, The confidence gained in burns 1 and 2
permitted this risk to be taken.

Burn 5 (L + 5 days)

Burn 4 put NOVA-II into an orbit with the
characteristics

peri =421 nmi,
apogee = 594 nmi (over south pole),
incl = 90.079,

moving to a goal of perigee=apogee=635 nmi and
incl=90.008 degrees.

Analysis of the phase rate of NOVA-I] showed it
be “lapping" NOVA-[Il every 36 hours. This implied
that if the burn to lock-in the phase angle at 90
degrees were missed, the next opportunity would
present itself after a 36-hr waiting period.

Burns 5 and 6 were designed simultaneously as a
pair of quasi-Hobmann burns, although not truly
Hobmann since inclination was to be trimmed as
well. These would be the last major orbit shaping
burns, leaving only residual inclination and orbit
period to trim. For burn 5, in addiuon to raising
perigee by burning at apogee, it was discovered that
by designing a particular inefficient burn near
apogee, apogee itself could be raised to the 635 ami
goal. Then a truly efficient burn 6 would be
performed exactly at apogee to circularize the orbit.
Timing of burn 6 would be critical since it was the
burn that would nearly freeze the phase angle to
about 90 degrees, so would have to occur on an orbit
where the phase angle passes through 90 degrees.

Choices for (RA, DEC) for burn 5 were selected
empirically. It was desired to have at least some
cross-track component to continue (o trim
inclination, and that necessitated moving the burn
somewhat north ol apogee (curreatly over the south
pole) on an ascenuing node. The computer model
also showed that by applying a small nadir
component to the force vector, apogee could be
raised o 625 nmi where it would remain.

A major attitude slue of nearly 180 degrees was
implemented to support this burn. Final values of
(RA=266, DEC=-35) meant that a burn performed 70
degrees south of the equator on an ascending node
would impart force generally in-track, but with
about 17 and 15 degrees negative cross-track and
nadir components respectively. A 570 second burn
was performed with these parameters.

Burn 5 performed exactly as expectled, putting
NOVA-II into an orbit with the characieristics

incl = 90.042 degrees
peri = 516 nmi,
apogee = 625 nmi (36 deg south of

descending node),

moving to a goal of perigee=apogee=635 nmi and
incl=90.008 degrees. Although apogee was 10 nmi
lower than needed for a truly circular orbit, it would
allow eccentricity to fall below the 0.005
requirement given that perigee would be raised to
guarantee the desired nodal period. Thus, the current
apo gee was considered adequate, and attention
turned to burn six which would be centered exactly
at apogee to raise opposing perigee to its final value
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(a value actually larger than current apogee).
Burn 6 (L + 7 days)

The intent of burn 6 was to raise perigee, trim
inclination, and lock the phase angie to about 90
degrees. This required a nearly in-track force
operating at apogee, wilh a minor cross track
component that would be effecuve as the s/c
approached the south pole from the equator.
Analysis made after the design of burn five had
made an accurate prediction of a phase angle of 250
degrees with a rate of 115 degrees/day immediately
after the burn. This implied burn 6 should occur 42
hours after burn 5, else wait an additional three days
for the next opportunity.

An attitude slue was performed, lasting the better
part of a day, that brought the force vector nearly
into the orbit plane, leaving an eight degree cross-
track component, and changed declination from -35
degrees to 45 degrees. Final values were (RA=240,
DEC=45). After an additional wait of 16 hours until
phase angle drifted to 90, a 587 second burn was
performed with these parameters centered about a
point 45 degrees south of the equator.

Burn 6 performance was nearly nominal, and
produced an orbit with the characteristics

Ty = 2.85 seconds higher than desired,

i=  90.006 deg, within tolerance but
0.002 deg less than desired,

e= 0.0035, within tolerance.

Phase angle was 92.3 degrees with a rate of -0.03

degrees per day, and decreed dcceptable.

Burns 7/8 (L + 8 days)

With the above favorable results, the final activity
in the burn schedule was to trim nodal period, trim
eccentricity, and waste fuel at the same time. This
would be implemented as a sequence of two burns,
one each at the south pole and north pole. The
attitude siue was (0 nearly the orbit normal with a
slight offset in RA, such that there would be small
in-track components at the poles. By moving one of
the burns a few degrees off the poles 1o avoid self-
cancellation, minor changes in inclination were
achieved. The absolute burn durations were set (o
waste about ten pounds of remaining fuel. Offsetting
the burn durations would provide some of the
desired change in Ty, although this was not targeted
exactly because there would be one small final burn
specifically designed to trim T, without disturbing
inclination, ;

The attitude slue was to (RA=342, DEC=04)
leaving the force vector with a residual six degree
in-track component, with a small .4 degree radial
component. The latter would be a negligible effect
because of near self-cancellation and small
eccentricity (see eq.(1)).

The duration for burn 7 was set at 330 seconds and
was centered exactly over the south pole. Because
the blowdown characteristics imparted a slightly
greater acceleration early in the burn, a net small
gain in inclination, from 90.006 to 90.007, was
observed. Nodal period was changed from 2.85
seconds 0o high to -.75 seconds 00 low.

Burn 8 was centered 1.3 degrees beyond the north
pole on the same orbit, about 50 minutes later, with
duration 162 seconds. The slight offsetting of
position gave a slightly increase inclination
performance (o an expected final value of 90.01.
Nodal period was increased to an expected 6540.78
which was nearly one second oo high, but would be
taken out on the next and final burn, as burns 7 and
8 were primarily fuel dumping burns.

Burn 9 (L + 11 days)

After burn 8, an effort was performed to obtain a
high fidelity orbit rack. After three days of doppler
track, orbit parameters of interest were determined
to be Ty = 6540.85, exactly one second too high, and
incl = 90.014, about .005 too high.

The final burn was designed to trim both these
parameters to their desired values. An attitude
maneuver was performed to move the thrust vector
farther away from the orbit normal so that the in-
track component of thrust was more controllable, It
had been noticed that the sub-optimal performance
of burns 7 and 8 were due to the unknown drifting
of attitude from six degrees in-track component o
about four. Thus the in-track force component was
only about two-thirds of that required, resulting in
an erroneous nodal period.

The final attitude for burn 9 was (RA=23, DEC=-
5.5), which provided a 45 degree out-of-plane
component, good for changing inclination and nodal
period as well. The OATS software was iterated
using various values for beta and duration until an
acceptable solution for both inclination and nodal
period adjustment was found. This final burn was
performed for 11.2 seconds at beta=323 degrees, or
37 degrees south of the equator on an ascending
node. Subsequent tracking of NOVA-II determined
the final orbit elements of interest to be

Ty= 6539.602,
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e= 0.0029,
i= 90.0094.

These values were in the acceptable tolerance range,
except Ty, off by 0.15 seconds, outside its given
tolerance of 0.015 by a factor of ten. The desire to
wrap up events quickly prompted a second look at
the ability of the DISCOS system to alter orbital
period, and it was determined the DISCOS could
indeed remove 0.15 seconds of period over time.
The original nodal period tolerance level was
determined to be much (0o conservative, so burn 9
was declared to be the last burn in the sequence.

Gravity gradient stabilization

Once the target orbit had been achieved, any
remaining fuel was vented through pressure valves
and the spacecraft was ready for transition from
inertial spin stabilization to gravity gradient capture
through a method cailed the “"dual spin turn™*
Although this process could be the subject of a
complete paper by itself, the main points will be
summarized here.

The s/c was slued so that its z-axis (the spin axis)
was aligned with the orbit normal and spin angular
momentum aligned with orbital angular momentum.
The spacecraft was given a spin rate such that its
current angular momentum value matched the
predicted final angular momentum value of the
subsequent gravily gradient mode. While in this
mode, the momentum wheel, with spin axis about
the s/c body y-axis, was turned on and accelerated to
a pre-specified value. This action transferred
momentum from the s/c body to the wheel causing
the spacecraft y-axis to’ be nominally aligned with
the orbit normal. The momentum wheel speed was
selected to give the s/c an approximate 2 rpo tumble
around the orbit, similar to the changing magnetic
field lines. After many hours of nutation damping,
the 40-foot boom was extended at a precise moment
causing the s/c rate (o drop to one rpo and attitude
capture by the gravity gradient,

Figure 4 shows the s/c in this configuration. The
empty OATS tank serves as the boom end mass (o
enhance the gravity gradient effect. Two solar
panels are rotatable while two are not. Pitch control
is maintained by the gravity gradient force only,
while roll and yaw stability are maintained by the
momentum wheel whose spin axis points cross-track.
Passive nutation dampers located at the ends of the
solar panels absorb rotational energy and help
minimize attitude disturbances.

Despite the immediate post-launch efforts
described herein, several weeks of attitude damping

and testing of sub-system components prevailed
before the spacecraft could be declared operational.
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Abstract

Absolute control of each satellite belonging to a large
constellation means a huge work to be performed by
ground in order to keep each satellite in its own place, no
regarding other satellite motion.

Two possible ways to reduce thus beavy ground-segment,
and the related amount of consumption penaity, are
discussed in this paper.

The first one deals with a good positioning of the
costellations planes: some simulation shows that,
depending on altitude, parameter's bias, due to the third
body perturbation, between designed and actual
constellation, could be reduced n a significant way.
Above all, this reduction basicly affects the out of plane
parameters, that are of course the most expensive. So an
optimal choice with respect to this perturbing force,
constrained on the other side to the inter-plane coverage
request, means a reduction on both the maneuver’s
number and strenght. -

The second way could be identfied with a optimal
strategy in constellation orbital control.

In the lack of litterature about this subject, we propose,
as a first approach, a simple model based on the Lagrange
multipliers rule. This kind of solution. differently suitable
for the vanety of geometnical models studied tll today,
allows a relative control strategy, i.e. to control each
satellite with respect to the others and not with respect to
the Earth, in a cheapest way than the traditional one.

Key Words: Satellite Constellations. Orbital Control.
Introduction

Satellite constellation 1s today an increasing popular
option in space mussion design, with regard to differeat
purposes (i.e. communicalion Or pavigation systems).
Since early 60's, a strong effort was made to imagine a
network of satellite to cover the entire globe.

The amount of this work was directed to define the best
geometnc configuration, with papers devoted to theoretical
or numenical considerations.

A first approach, by Gobetz', started to consider the
famuly of regular polyhedra enclosing the globe and
piaced the satellites onto the planes perpendicular to these
polyhedra's faces. This geomerrical approach was
followed by Draim™ who found, on the basis of a coupie
of theorems, the mumimal constellabon, designed on 4
satellites placed on orbital planes parallel to the 4 faces of
a tetrahedron. Orbits are elliptic and, as the ume goes on,
the tetrahedron shifts around the globe, making sure the
four satellites cover everyume the eatire Earth; major
disadvantage of this design is the period (T > 26.49 h)
too long and the related hugh altitude of the sateilites
(trade-off with their munimum number).

A second approach was chosen by Walker’, who looked
for a uniform disposition of a total number of ¢ satellites,
placing the same number of platforms, equally spaced, on
p orbital planes equally wclined (inclination 1s called &),
with equally spaced ascendent nodes.

These are the delta pattern models, defined by tripie
code i/p/f (where f denotes the difference in phase between
a reference satellite and the sateilite on the immediately
easterly contiguous plane). Walker solution is the optimal
one till today for low-orbit constellation, but no analytical
ctennum 1s available to define exactly the coverage
properties assured by this configuration. [nclination §, if
no constrained, could be chosen in a way (o optimize
coverage.

Really different approach was followed by Liders’,
Beste*, Adams and Rider’. Their work deals with the polar
constellations, starung with the problem of the coverage
above a certan latitude, then obtaining global coverage as
a special case; properues of coostellatons, also n
analytical meaning, were found on the basis of streer-of-
coverage technique. From the amount of these paper,
particular features of polar constellations, as the possiblity
to have interphased or not interphased configurations
(depending if costraints between satellites on different
planes have to be satisfied or not), with the difference
between co- and counterotating orbits for the latter case,
grows up. Polar constellations requires a slight greater
number of satellites than Walker models, invoiving also
some stronger costraint in the platforms spacing (two
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points are touched by all the satellites, where Waiker
model allows less intersections: it means that the debns
probiem has to be considered in a differeat way); on the
other side, this model is not sensitive do J, perturbation
effect on inclination. Adams and Rider model was chosen
for the most advanced, today developing, design.

With the first, effective design of constellaticn devoted
to telecommunication services, to be deployed in oext few
years, the attention slightly tumed from the geometry to
the control of the configuration.

Techniques became usual for single, large geostationary
platforms, 1.e. to keep the satellites in a state X + AX,
where X is the vector of Lagrangian parameters, are not
easily suitable when the number of satellites grows up,
more than be an expensive solution.

Lamy and Pascal® firstly proposed in an organic manner
a control strategy based not on the satellites position with
respect to the Earth, but on mutual positions of the
orbiting platforms. The goal of their approach is to keep
a mean constellation, defined as the constellation nearest
to the actual perturbed positions of all the sateilites, and
designed in such a way to satisfy coverage requirements.
Mean constellation was calculated by a least square
approach, possibly with the interposition of weighting
functions. They exploited this way for Walker
constellaton model, remarking the advantage of this
strategy, above all in terms of maneuvers frequency.

In this paper, we propose another way, actually tnvial
and sumple, to pass from the actual positions of the
satellites to a mean constellaton that preserves the
distances between them.

Before to do that, we consider in the pext section a
costraint condition not enough remembered in litterature,
that, related to the desired lifetime, could take some
relevant place in pussion and launch analysis of a
constellation. '

Choice of Ascending Nodes

Relative position of the Moon respect to the orbits could
bave a significant effect on the satellites mouon; of
course, this effect is stronger as the orbit alttude
increases. [t means that, depending on the orbit choice, we
shall have to counteract a quite different level of
perturbation, and so on to perform different amount of
orbital control. This effect was previously observed for
space mussion as Archimedes.

Because we are dealing with a global coverage, the
position of the orbital planes with respect to the Earth is
not constrained. So, we can go to see what happeas if we
change the iniual RAAN (nght ascension of ascending
node): in Figs. 1-2 parameter's vanation vs. initial RAAN
values are plotted, referred to a Draim configuration,
where the effect is easily evaluable (data of simulation,
starting 1-1-94, are T=36 h, a=55352 km, 1=31.3",
e=0.263).

It is possible to check the right identification of the

DRAIM constadlation -

I=31.3" T=38h & =0263

100

inftial RAAN values
Figure |: 1| year max parameter variation vs. initial
RAAN values (argument of pengee, ascension of
ascending node).
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Figure 2: | year max parameter’'s vanation vs. imtal
RAAN (inclination, eccentneity)

perturbing source companng to the reported results where
no 3rd body (Sun+Moon) effect was included.

It anses obviously some question about the periodicity of
this phenomena. A senes of simulations, with an initial
value of 180° for RAAN, each one dunng | year.
conducted for 30 years starting 1-1-90, shows clearly a
period near |8 years for the maximum of parameter's
vanation (see Figs.3-4). This value matches quite good the
Moon’s nutation peniod, so explamning the problem. Fig.5
shows that things are similar also starting from a different
position (initial RAAN equal to 270°).

It could be emphasized that this period is maybe longer

. than designed lifetime for a constellation, so ansing the
problem to find an optimal configuration (as exemple of
expected lifetime, we could remember the value of 7.3
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Figure 4: Long term behaviour (argument of perngee,
RAAN); maximum displacement per year vs year.

years for one of design now developing).

Basic concern, not enough remarked in literature, is that,
dealing with constellations, we don’t have to think just
about one orbital plane, but to place in a good way
numerous planes.

To solve optimally this kind of problem, a useful
suggestion could anse following this procedure:

1) check the maximum of displacement from desired
values for each parameter for a time history, Le. a
propagation of the orbits for the desired lifetime, prepared
for one satellite only, starting from a certain set of intitial
‘conditions in RAAN (for example, 12 equally spaced
planes at 0" = 0°, 30°, 60°.,);

2) figure out with the parameters most expeasive (usually
‘out-of-plane corrections)

3) working on the most expensive parameter plot, look for

2.5

-5 - . = e T T b

i .5

“f9%0

1998 2000 2006 2010 2020
yoar
Figure 5: Long term behaviour - Maximum RAAN

displacement per year vs years.

2018

the cheaper set of planes.

Meaning of this recipe could be matched from Figs. 6-7.
where maximum parameter's vanations dunng a (short)
5 years lifeume are considered.

Mathematically, say §,(07) the function that gives the
displacement of nth parameter from desired vaiues, and e,
the error range accepted for the parameter, it is possible,
for example, to do work on the functions best fitting datas
from graphics as Figs. 6-7. Problem is transposed, about
nth parameter. in the way to find:

min ¢ (Q%)= [5(Q")~e,| +
(1)

»-1
3 [a,(n'q%)- el

1=l

with 1" equal to initial RAAN of the first plane, where we
wrote the condition for p planes equally spaced (as in the
case of Walker model); the condition is easy to rewnite for
other cases.

This procedure is nght if we decide to act over one
parameter only (i.¢. the most expensive, that is usually
out-of-plane). Generally, we shall prefer to account for
more than one parameter. Relation (1) becomes:

P
min §(Q7) = ¥ «, 9,07 @

where g are the weights we have to choose for different
parameter errors terms.

About these weights, a good choice must take into
account relative penalty of different parameter corrections,
and could be established once the way to correct this
penalty is chosen.

It 1s really important to remark that the described
solution is not optimal, due to the fact it is based only on
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the maximum of variation (for example, it could be
cheaper to correct just once a strong vanatoan, than to
counteract a perturbing effect higher on average).

Nevertheless, there is no doubt that going away from
strong perturbing effect shown in the graphics could be a
good strategy, 1n order to obtain a first design solution:
this approach become of course optimal in the (lucky) case
where we are able to find p points, correctly spaced.
where 4, > g, for all the n of interest, so no corrections
are needed.

Relative Control Strategy

Due to the fact that we are dealing with a ciobal

coverage, we can forget the motion of the Earth,
preserving only the mutual position of the satellites. For
each one of these, we could define a range of Lagrangian
parameters within the service will be exploited; so to
ensure a requested mimmum coverage level, control action
will take place when this range 1s passed. Range limuts are
defined with respect to the sensitivity of coverage
properties (elevation angle, visibility ume) vs. parameters
vanation’.

In the following, we shall refer to Walker and Rider-
Adams models only, as the advantage of a relative control
versus an absolute one is remarkable when the number of
satellites grows up (and it is not the case of 4-satellites
Draim model).

According to previous work by other Authors, and to
our pumerical simulations, the effect of perturbations at
the altitudes of interest 1s strongly dependent on the orbits
actually chosen: nevertheless., this effect could be
summanzed in this way: eccentncity and inciination
vanations are not remarkable, true anomaly shift (phasing)
IS an important concern, and ascending node (RAAN)
shift, especially tn the presence of strong third body
perturbation (the Moon), could be a really important point
(these results are sketched in Figures 3-9-10).

WALKER constellation
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Figure 8: 4 satellites of Walker constellation (9/3/2
T=18h 1=60°.

Perturbations of argument of perigee are of course not
negligible, but they actually occur only on elliptic orbit
constellation, as Draim model, we are not dealing with.

These considerations should be revisited in designing the
actual constellauon, because particular values of some
parameter could enhance or reduce the sensitivity of the
coverage properties with respect to the parameter’s shift.

About the nature of perturbauon, it is no difficult to
observe that phasing is particulariy affected by the air-
drag; the generalized shift in the ascension of ascending
node is caused by higher order terms in Earth potentiai,

- where the differences berween pianes are due to lunisolar

effect; radiation pressure also with the related eclipse

184



0 50 100 150 200 250

days

Figure 9: 4 satellites of Walker constellation (9/3/2
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Figure 10: 4 satellites of Walker consteilation (9/3/2
T=18h i=60°.

periods do not seem to have strong impact, as we can
expect using a cannon ball configuration for the satellite.
The results presented, together with this note, are
confirmed by the litterature (see * as an example).

As we remembered in the previous introduction, Lamy
and Pascal recently suggested a way to control satellites
configuration based on the mean constellation, in order to
reduce frequency and strenght of the maneuvres. The
problem arising is the way to define the mean
constellation: Lamy and Pascal proposed® a least square
calculation for a Walker model. In the following, we
propose a different approach, based on a simple
application of Lagrangian multipliers rule: it gives an
approximated but really simple method, useful for every

model.

Since the analysis of perturbing effect made before, we
could think about a first order approximation coatrol
strategy, that takes into account only ascending nodes
positons and phasing angie of consteilation satellites;
more, due to the fact that vanations in RAAN are really
similar for the satellites placed on the same plane. we
couid consider just p values, one for every orbital plane
{see Figure 10), for this parameter.

The orbital propagation 1s so descnibed by only N=t+p
parameters (where 1 is the total number of satellites, the
unknowns being the phases of all the satellites (1) and the
RAAN of all the planes (p).

We start to define a cost function , to be minimized.
Expression of , that conceives the cost of maneuvre
considered as the angle difference to be corrected, is:

=

L4 2 2 (3}
v-5(8-87-F o0

=l

-

with @, the opumal phase to be achieved (i.e. the mean
consteilation parameter) for the satellite 1, ), the optimal
value of RAAN for the sateilites on the j-plane, and §°
and (° the uncontrolled, perturbed values, chosen at the
moment w which control action starts; a; are the weights
defining the cost of a RAAN correcuon with respect to a
phase correction, in the sense we toid before.

Constraints to be added are dependent on the modei
chosen. For exampie, let’s start with a simple Ruder-
Adams model without interphasing, i1.e. with arbitrary
spacing in the phases of sateilites placed on different
planes (this model allows obviously a certain penalty with
respect to the interphased one in the total number  of
satellites needed to assure the coverage). In this case, we
could consider the spacing between the satellites placed in
the same plane as a first set of costraints:

360°
Swlqoel) - er-l "
g (4)
(st o S
P

to be evaluated for p planes, and the spacing between
planes as a second set:

360
KQ, Q) «Q, -Q = =y (5)

(J=L...p-1)

so having p(t/p-1)+p-1=T-1 constraints to be satisfied
(for the t+op unknowns).

[t should be remarked that using Lagrangian multipliers
method when constraints are linear is not usually a nice
and good way to follow, since the problem is easier to
solve by substituting constraints expressions in cost
tormula and minimizing it as a one-variable function.
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Nevertheless, due to the dimensions of a constellanon
simulation, the possibility to work with arrays should be
gained.

So we could write the augmented function

~p

1
?-'4»:1*‘.021-“*! (6)
k=l I=1

and solve the problem with the linear system:

o
ml
14
mt
fid

a,
(Q) M

Indeed, the solution of controlled propagation for a non-
interphased Rider-Adams model could be summanzed in
such a manner: (i) starting from desired conditions,
propagation goes on, until some parameter's vanation
exceeds suitable limits (for the requested coverage
service); (ii) at that time, linear system (7) is soived,
obtaining optimal corrections to come back to desired
conditions. Due to operator’s choice, it is possible to act
over all the satellites, or just over that one that exceeded
limits, and to correct all parameters or not.

In the other cases, 1.e. for different models, as
interphased Rider-Adams or Walker, the constraints to be
satisfied are different, and usually not so sumpie.

First of all, we have an increase in the constraints
number, because we have to think about relations between
phases of satellites in contiguous planes. In this case, we
can observe in Fig. 11 that the link to be preserved is
responding to the side a of the sphencal tnangie limuted
by the points | (Ist satellite), 2 (20d satellite) and O
(ascending node of 2nd satellite). Side 5 vanations
depends on phasing error of both the satellites, side ¢
depends on differential regression of nodes. But, due to
the different sources of these two perturbations (mainly
drag for phasing, and 3rd body effect for differences in
RAAN rate) we can divide the field of interest in two
parts. One side includes low orbit, where drag is strong,
and the deformation of the sphencal tnangle (and so the
widening or shortening of the a side) is manly due to the

Figure 11

modificanon of b side. Other side is for higher orbits,
where ¢ side is manly responsible for modifying the
tnangle. As a first choice we could always consider as a
costramnt that the length of a side of the tnangle has to be
equal to a fixed value, with a certain tolerance; this length
bewng written as a function of different pbasing of | and
2 (low orbit) or of different RAAN vanation (high orbits),
with the other side to be kept constant.

Other problem anses when strong interaction between
different parameters have to be considered. As an
example, usual Walker model, where inclination () is
different from 90°, allows a coupling between re-phasing
operation and values of RAAN vanation, coupling due to
the action of J, term in Earth potential. Assuming a re-
phasing operation obtained by transfer in a slightly lower
or higher orbit and coming back after one round, say a_
the maneuvre orbit's semiaxis, and a,, the standard one,
we can wnte re-phasing expression is

[ 7]
A8 =2 x 1-\J——):-‘ (8)
| O |

solving for a , and substituting into the expression of
RAAN perturbation due to J, term for the two orbits, for
small ecceatncities

AQ = -3 nJ, Rpcosi[ag, -ag]

we can obtain an expression of Afl (with respect to 1
orbit) as a function of a4, and of Af to be imposed

-3 nJ, Ry’ cosi

2
%

1

AQ = +1

(10)

X
3

(1-48)

and, at the end, for a first order theory, we lineanize for
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small A8, finding

I "
AQ | ﬂf!_:.i"‘.;'_ (an
a0 ay

this expression might be related, as a first
approximation, to the weight in previous given cost
formulae, if the correction of RAAN differences 1s made
by in-plane maneuvres.

In this way, we solve the problem, always having to do
with a linear system that could be easily solved to find
everytime a first value of control action needed.

Conclusions

Quoting Lamy and Bonneau’, she study of consteilations
is not quite easy, due to the large amount of tume needed
bv numencal simulation and to the intnnsic compiexity of
the problem, with a quite high number of vanabies. On
this way, it could be useful to find some simple approach:
in this paper a control strategy, based on Lagrangian
multipliers rule and suitable for a vanety of classicai
models, is proposed; this approach is due to the different
magnitude of perturbing effect on the coastellations, as
shown by the numerical results obtained.

More, some attention is due (o the consequences in the
design coming from the penodic behaviour observed for
Moon perturbing effect; as the advantages of this analysis
could change strongly depending on altitude, nevertheless
it 1S an interesting point to be focussed into the projects.

Increasing interest on constelldtion, due to many
developing programs in the field, will create probabiy a

lot of work to be done on this subject, and above all on
orbit deployement and keeping, forgotten fields in the
past. Hopefully, this job will be as a first step for more
general, less approximated modelling theonies.
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Abstract

The dynamics of a relative motion between wo
nearby spacecraft is investigated in a local orbnal
coordinate system. A phese plane analysis shows that
& stable equilibrium state may exist in the motion:
Besed on this analysis, a control method called a
Range—Rate Control Algorithm (RRCA) has been es-
tablished. Furthermore. an omni~ditectional version
of RRCA (ODRRCA) has aiso been introduced. The
controlled trajectory is stable and straight-line,
whose orientation is a choice. The choice is com-
pletely free for ODRACA and parnally free for RACA.
The numerical computation, cormelated measurement
and propulsion impiementation for the sigornthm is
very simple. As & illustration example. the tethered
satellite system as wall aa in—orbit spacecraft rendez.
vous are simulated by the aigonthm,

Key words: Equilibrium State, Stability, Range—Rate
Control Algorithm

Eguations of Motion

Under some assumptions, the terminel phase of a
space wansportation vehicie’s rendezvous with an
orbital station as well as the tethered satellite system
may be considersd as two typical exampies of
spacecraft relative motion at LEO, in which the mutu-
al position and velocity between two invoived
spacecraft |s of considerable importance. In such
cases, one of the spacecraft is regarded as a reference
spacecraft; its orbital coordinate system—as a
reference coordinate system (Oxyz in Fig.1). in the
systam, the position of the second spacecraft, called a
manoeuver spacecraft, is represented by a vector ra-
dius 7. Then the relative motion between :he two
spacecraftis described by a variation of the vector 7.

Coordinate
System

Fig. |

Assume the reference spacecraft is on a cicle orbit
the orbital angular velocity is @. Than for relatively
smalil distances between two apacecraft (for exampie.
less than 100 km), the relative motion is described by
the C—-W Eguations’. Their equivalent but in spherical
coordinates is given by

b = p8" = pl@ + @) cos’d - po’ @sin’ pcos’s
—Dma, )

2% + 25 (@ + ) = 2p( + ¢)0tand — 1.5pw " sin2e
=a /cosé 2)
ol + 240 + p(w + ) sindcosd
- ljpwiainzvlin"-l, 3)
= — psind

x = pcosfcosp, vy = pcosdsing,
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Equation (1) describes a variation of the magnitude
ot 7, while Eqns.(2) and (3) describe a varnation of
the direction of 7. Vector § has two direction angles:
@ and 8 (see Fig.1). 8 is the angle between p and the
arbital plene Oxy (out—of—piane or yaw angle). @ is
the angle between the projection af p on the plane
Oxy and the axis Ox (in—plana phase or pitch angile).

, are the differenced components of the

accelerations of twe spacecraft, resulted by all ap-
plied (exceot for gravitational) forces such as the
propulsion. tether tension and other disturbance
forces. Equations (1), (2) and (3) are called the dis-
anca motion (DM), phase angle motian (PAM) and
out-of-plane angle motion (OPM) respectively. In
practice, the OPM must be made small so that we can
assume 9=0 as to simplify some theoretucal argu.
ments displayed in this paper.

To divide the relative motion Iinto two coupled mo-
tions, .e. the DM and PAM motions of 7. is more
convenient for a dynamics analysis of the motion. The
dynamics analysis consists of determination of an
equilibrium state of the motion, a stability analysis of
the aqulilibrium satate and a aynthasis of contral strat-
egy of the mation. The importance of dynamics ana-
lyais is obvious. For example, owing 1o the
gravitational stabilization theory of saweilite attitude
maotion in a circle orbit, there exists a stable equilibri
um astate, in which one of the satellite body axes
aligns with the orbit radius, hence a simple three=axis
sttitude control can be easily implemented for a eanh
pointed satellite. To this point. a good guestion may
be asked for: is there any stable equilibrium state in
the relative motion between two spacecraft as weil? If
there ia one, then what is aboutthe control atrategy in
this case?

s ,85 ,8
2!

Equilibrium State, Stability and Control

Wa start the analysis by DM. Assume that DM s
determined according to the following program

p= kap {4)

It implies such a variation of the propulsion a, that
the meesured rate p must be equal to the programed
rate p,, by (4). We can assume a simple algorithm
for the variation as

a'-c(ﬁ-p’"). e>10

The propulsion a, is aligned with the line of sight

between the two spacecraft and called an in—iine

propulsion. The parameter k in (4) is choosable. With
k>0,k=0 or k<0, the DM Iis of a deparung

(p>0), sation—keeping (#=0) or closing (p<0)
mode of the reiative motion between two spacecraft,
respectively; and hence k may be regarded as mode
parameter. Once k is chosen, the DM is completely
determined. To analyse the PAM, we substitute
£an.(4) into Ean.{2) to obtain a new form of the
PAM as ‘oliows (assume : -0, 2, -0, 0=0 for

the moment)
© + 2w — 150 sin2p = — 2ka’ 5)

A stationaty solution of (5) is defined as an equilib-
fnum state @ which is determined through

E(p) = sin2p —;k-u @)

The condition by which the eguilibrium s1aie exisis
s ke(—0.75,0.75). The —0.75 and 0.75 are calied as
critical values of k. beyond which no eguilibnum
states can exist. For each selecied k, tnere are fouf
eauilibrium states: w“,p.,,w“,rp“(F:q.Z). @, and
", carrespond with the negative slope of E(@). they
are 180 " apart p ,and @ correspond with ine pos

itive slope of E{@). they are 180 * apart. 100.

]

0.0 N\_/2 N+

)

el Yt Yo A W R R
phose angle (deg)

Figure 2. Location of Equillbrium

simtes

in the egquilibrium state, the manoeuvre craft is
moving toward or away from the reference craft along
a straight line in the coordinate plane Oxy, whose
orientation is given by @ . While the distance and
distance rate are determined by Ean.(4)p = p & 3
-a,:“; P8, arethe initial values in the equilibri
um state.
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(k= .5,

Omni=Directional RRCA

Because the parameter k of RFCA s limited to
(=0.75. 0.76). a small interval, the stable and
straight=line trajectories of the equilibrium states can
exist only in some specific sectors in the orbital piane
Oxy (see Fig.2); Besides, the range rate g in (8) can
not be large, a fact which meakes the controiled pro-
cess relatively tlow. To overcome these oroblems. we
shall use the PAM’s propulsion a_in additon to a .
The newly added propulsion force &, may
dramatically affect the above mentioned dynamic
balance (equilibria) of PAM. In fact, the stable and
straight—line trajectories now can be located any-
where 8t will in the whole orbital plane
(omni-directionality). and the parameter k could be
chosen as large as needed. This is the so called
Omni=Directional Range—=Rate Contral Algorithm
(ODRRCA)*’. ODRRCA consists of two pans:

1. In=line propulgion control based on ARCA of (8)

k = 0.5

2. PAM's proouision is adjusted according to the faol
lowing law

a = pw‘ {asin2p + bcosle) {10)

The coefficients a,b of Eqn.(10) are determined
such that the eguilibnum states of ODRRACA must
meet  both requiremsnts of  stability and
omni=directionality, Substitute Eans.(8) (10) into
Ean.(2) 1o obtain the PAM as

¥+ 2k, 06— @+ 1.5 sin2¢ - ba’cos2e =
- 2%a’ an

An eauilibrium state @, of Eqn.(11) satusties the

following relation

(a + 1.5)sin2@ .+ bcos2p, = 2k (12)
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This kind of control is simple on the one hand. It
requires only to measure the distance and distance
rate, and to adjust only in—line propulsion a, : On the
other hand, the resulted trajectory should be a
straight line of known direction, a fact of great advan-
tage for making up a mission profile. However,
whether the control is implementable or not in prac-
tice depends on the stability of the equilibnium state.
Only a stable equilibrium state has a practical interest.

To investgate the stability of an equilibrnium state,
the well known technigue of linearized mouon of
smail devietion is adopted. Thus the PAM s ex-
panded about the eaquilibrium state to obtain a
linearized motion as follows

$+2kw$-—3m=coa2¢.ﬁ-ﬂ, p=0—0, (D)

The eigenvalues of Ean.(7) are

; s
Am - — kwta.)k - Jcaslw‘

An equilibrium state is stabie, if all of its
eigenvalues have negative real patrts. Therafore, anly
®u and ? (CO!Z.' <0 forthem) are stable if only

k>0: fork=10 or k<0, no stable equilibrium states
at ail,

From the mechanics point of view, the equilibria is
a dynamic balance between the gravitationai, centr
fugal and Coriolis forces in the direction of PAM. The
balance is unstable in general. In order 10 ennhance
the stability, one or mare of these forces should be
varied. The Corialis force which is proportional 1o p,
i only the possible force to control. Theretore, the
OM has to be reprogramed so that Ean.(4) is madi-
fied by Including the dynamic variable ¢ as follows

3 kar + ktrb
p-wﬂlﬂ, kl)l.! (a)
0.008 1
- ]
SW:
\ -
< 0.002 -
gm‘é-
~0.002 =
%-w'i
=S

e e s Wi o8

Eguation (B) has beén defined as the Range—Rate
Control Algonthm (RRCA)*™ According to RACA.
the PAM has the following form

@+ 2k wp— 150 8in2¢ = = 2ka' ®)

The RRCA has the same eguilibrium states shown
in Fig.2: But :neir stability property now is guite dif
ferent. The linearized monaen of (9) has the following
eigenvalues

[ 3
Au- -k ta/k + 3cos2e

Because k > 0, the ¢, and ¢are always stable.

In the phase plane ( @. 9 ), @, and @, might be
stable nodes or stable focuses depending on whether
&T +3co82¢ , >0 or< :The @, and g, are always
unstable equilibrium states. This should not be sur-
prised. because inbetween two stable equilibrium
states {p.,, @,y) there mustbe a separation goint, and
the separation point is no one else Dut the unsiable
equilibrium states @, and o,.

So far, we have done the so cailed local swability
analysis of the equilibrium states, that ja the stwability
of PAM near by an equilibrium states. However, what
is aboutthe PAM _if it is far away from the equilibrium
states? This is the subject of a global stability analysis.
Une method of the global stability analysis (s to buiid
a domain of arraction (DOA) of the stable eguilibri-
um states in the ohase plane (@. @)** If the initial
state of a PAM s innerthe DOA of one of the equilib-
num ststes, then the PAM will eventually converge
with the stable equilibrium state after some transient
process. Figures 3-56 give some varants of the DOA
and the associated phase plane trajectories. The form
and size of @ DOA depends on the values of k, 1‘:

and w,

-
i L

1
1
1
T
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'
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gmé ih %0 1%
phase

Flgure 3. Domains of Attraction (DOA)/ Phase Plane Trajectorics
(k= — 0.5 &k, =2.0)
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The linearized motion of Eqn.(11) is given by

b+ wb+raw =l Fmo-o, a3

q= —2(a+ l.5)cosle + annzw. (14)

The coefficients a,b may be soived From
Eqns.(12) (14) as function ofp, anda:

a= — 1.5+ 2ksin2e - Q.SGCOSZO‘ (15)

(18)

b= Zk:otzoi -+ U.Snsto,

The parameter g in Eans.(15) (16) must be >0
because of the stability requirement (see Eqn (13)):
@, can be fixed atany value from [0 " 360 " ] as 10

meet the amni~directionality requirement.
Substitute Eqns.(156) (18) inte Eqn.(11) to abtain
new form of PAM

% + 2k, wé + cw'cose — 29, —a)

1
=Co Cosx

c-J&I:’ +u.25q' 4 linn-,—ri. cosa = —z—k
c =

-

It is easy to verify that two of the equilibrium states
of (17) are ¢, =@, and ¢ =g +180 *; They
sre steble becsuse of a>0. They are also
omni—directional because of the free choice of 9,

Other two equilibrium states P =9, +a and ¢ _,

-p,+a+ 180 * are unastable; they must separate

P and ¢ in the phase plane.

el vl
In principle, k may not be confined in ODRRCA.
However, a raasonable value of k should be selected
for apeed up the control process and at the same ume
to ensure & suitable DOA for the stable equilibrium
states of the motion. The parameters of ODRRCA

such as k.kl..‘,a may also be considered as control

variables during the process so thar some optimal
controls may be soived®,
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Computar Simulations

The simulations are given to two cases of the rela-
tuve mation. In a tethered satellite system simuilauan
we can observe ail three modes of the relative motion,
while @ simulation of spacecraft rendezvous provides
an application axample of ODRACA to the most im-
portani pfobiem for today space technology.

Tether Satellite System Simulation

Assumae that tha tether in a 1ethered saellite system
{TSS) is massiess but extensibie, The relative motion
ot the tethered subsatellite |a described by the same
Eqns.(1)=(3). However, an in—line tether tension
force and aerodynamic force are included instead of
the propulsions (which are not assumed in the
subsatellite). For a normal operation of the system.
the tether must keep a tension all time. Therefore, the
unstretched te:her jength | ie less than the distance
between the rererence satellite (an orbiter in the sys-

@m) and the subsatellite. The tether tension T is de-
ermined as

TamE(@=D/1
where £ s the elastic module. Instaad of ARCA, a
wether length rate control aigonthm (LRCA) is
adooted to TSS® The LRCA is defined as
i-(huq-k.é)ml/{a-ﬁd) (14)

The mode paramater k> 0 is for the deployment
phase, k = [ s for the station—keeping phase and k
<0 is for the retrieval phase of the system. The s1a.
non—keeping phase, especially the retrieval phase is
basically unstable, ana the control of the system is a
challenging problem, Howavaer, the LACA is very ef.
fectve 1o control this system. A computer simulation
of the US=italy joint TSS=1 mission' demonstrates
the exellent performance of LACA,
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Figure 6. Tether Length’s Variation

192



In the simulation, the orbiter circles the Earth at
250 km aititude, subsatellite weighs 500 kg and the
£ is equal to 34285 n. A round motion of the tetn.
ered subsatellite consists of upward deployment
station—keeping at 20 km. rectrieval. second
station—keeping at 2.4 km and final retrieval of :he
subsatellite into the orbiter. “igures 6-9 show the
varistions of tether length, length rate. tether tension

and the ciosed in—-piane and out—of-plane mation
paths of the subsateilite. The swraight=iine seaments
in the trajectones of deployment and retrieval phases
as well as the stationary point of the station—<eeping
ohase comespond to the equilibrium states of TSS
motion. The controlled TSS motion |8 smooth and
fast because of the strong stabilization capabiiity of
LACA.
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Spacecraft Rendezvous Simulation

For a rendezvous control, the mode parameter k
must be negative so that by the end of the process
the distance as well as the distance rate are graduai-
ly decaying to zero, which is favourable for a conse-
guent docking with the space station. In any cases,
the universal ODRRCA is very wuseful. The
parameters k, k,, @, q of the algorithm may vary
during the process provided only the end conditions
are met. For example, an optimal program of varia-
tion of the parameter p, was obtained in Ref.7

100 km = 1000 m
M(kg) v(m/e) D(km)

21@3 Uj
p!

1

R
]

B
0400~  -807
1 ¥

- 4
w003 02
4 4
0007 -1009

T (min)

1000 m = 100 m
Y{kg) V(m/s)D(km)

A computer simulation has been done for a ren-
dezvous of the suropean HERAMES spacepiane with
the space station. The total rendezvous is divided in-
to three seguential subprocesses in distance’: ‘00
km=1 km, ' km=100 m and 100 m=20 m. By the
end of each subprocess the spaceplane shouid be at
the nold points located on the harizontal at 1 km,
100 m and 20 m behind the space station. Figure 10
snows the variations of the distance (D). distance
rate (V) and mass (M) of the spaceplane; the
in—plane ‘rajectories are also given for each
subprocess.
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Figure 10. Spaceplane Rendezvous at LEO.

194




Conclusions

Maore and more space missions invoive tha reiative
motion between two spacecraft. The Range—dAate
Contral Algorithm (RRCA) and its modification
DDRARCA have been worked ocut to control all
modes of the relative maton (deparung,
swation—keeping and closing). The most mporant
point is that the algornthm ensures the existance of a
stable equilibrium state in the motion. "he contralled
trajectory is stationary, stanle and stmraignt—iine. The
oneniation of the straight=line trajectory can be
chosen completely free for ODRRCA and paruaily
free for RRCA. This is an excellent technigue for an
autonomous spacecraft rendezvous and docking as
well as for the tethered satellite system contol. The
realization of the control technigue, that is the com-
putation, measurement and propuision acheme (s
very simple.
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1. Overview

This paper describes the Data Handling
System for the Second German Spacelab
Mission D-2. In this manned mission, 38
scientific experiments were performed in 10
days (launch: 26/04/93, landing: 06/05/93).
Research areas encompassed Life Sciences
(biology, human physiology, radiation
biology), Material Sciences (fluid physics,
solidification),  Technology (telescience,
robotics), and Earth Observaton and
Astronomy. Experimenters were locared at
GSOC, except the MUSC (Microgravity User
Support Center) which is established in
Cologne.

GSOC served as the. Payioa.d Operations
Control Center (POCC), while NASA handled
the System Control of the Spacelab and
orbiting Shuttle. NASA's GSFC facility acted
as a communications gateway between JSC
and GSOC. In addition to Payioad
Housekeeping Data Management, GSOC
provided services for Data Archiving, Data
Distribution, and Data Quality Monitoring and
Accounting.

2. NASA-GSOC Communications
The Goddard Space Flight Center (GSFC)
served as GSOC's enuy into the NASA
communications framework. Various
transatlantic communicatons links between
GSFC and GSOC were established:

199

e« two muluplexed data/voice links (each
with a 2048 kbps clear channel TDM
capacity), via Intelsat relay

« one analog video link (field sequental
format), via Intelsat relay, see the figure
below.

NASA employed TDRSS relay to connect the

orbiter with the White Sands Ground Terminal

which, in mn, ualized the DOMSAT satellite
to link to JSC and GSFC. Payload uplink
commands were issued at GSOC, passed on
to GSFC, relayed to JSC where integration
with sysiems commands took place, and
eventually the merged command swrings were
transferred to the WSGT for uplink to the

Shuttle (Ku Band and S Band RF links were

available.)

Four different information types were to be
commumcated: High Rate Data HRM (via
CCSDS Transtfer Frame format), Low Ratwe
Data (via NASCOM protocoi and DECnet),
Audio Dam (ADPCM digitized and
intericaved inwo the 2048 kbps TDM
transrmussion facility), and field sequenaal
analog wvideo (relayed on a separate
transmission line.)

3. GSOC Data Handling
The GSOC Dara Handling System contained
the following subsystems: a communicatons
frontend (CFE), a HRM subsystem
processing CCSDS data, a central data
processing subsysiem (DPS), a NASCOM
subsystem. In addition, a Voice Intercom
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Subsystem (VIS), and a Video Subsystem
(VID) were designed, see figure above.

4. GSOC CFE

The Communications Front-End subsystem
consists primarily of mobile Ground Station
Terminals, Pawch Panels, and three
synchronous Time Division Multplexers
(TDM). Further, ISDN lines are used to
provide links between GSOC and MUSC
within Germany.

Two independent 2048 kbps data streams
(real-ume R/T and playback P/B) are taken
from the ground station terminal and fed into
a patch panel with three output channeis: R/T,
P/B, and backup B/U, which, in tum, are
linked to three TDMs. A following patch
panel splits the data into 21 analog voice
channels, NASCOM channels, and HRM (high
rate telemetry) channels.

5. HRM Subsystem (CCSDS)
The main operations to be performed by the
HRM subsystem are CCSDS Data Acquisition
(of two independent suweams of Transfer
Frames, each carmrying a succession of SEDT
records), Data Distributon (R/T, NASA P/B,

and GSOC Recall), and Data Archiving (short
term and long term). These operations are
performed on APTEC /O Processors (a fast
bus system) and a MicroVAX as host
computer. For reliability purposes the
configuration is triplicated, two of the strings
perform simultancous data acqusition - the
third string has all capabiliues o performing
data acquisition but is connected to one of the
data soeam sources only if required to take
over the operations of a failed sinng.

A typical operaton of an APTEC IOC
computer is as follows: buffer CCSDS
Transfer Frames received through a Frame
Synchronizer (F/S) in shared memory,
reconstruct SEDT records from Transfer
Frames, extract Minor Frames for each of the
seven HRM channels, extract Major Frames,
assemble subsets, archive and distribute data
to subsequent processing units.

All strings have the capability of recalling
data from the archive and distnbutng such
data to requesting EGSEs. Each MicroVAX is
connected to the EGSE LAN which is used
for the distmibunon of expenmental data to the
in-house scientists.
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In addition, each DPS stwing is directy
artached to its associated APTEC string via an
1/O Processor and a DRB-32M parallel DMA
interface card. The figure above depicts the
HRM subsystem and its links to the DPS
subsystem.

6. Data Processing Subsystem (DPS)
The DPS subsysiem consists basically of a
VAXciuster containing three VAX 6320
processors, Telecommand workstatons, and
Dispiay workstations.

The main funcdons are Telememy
processing (receipt, calibration, quick-look,
etc.), Telecommand  processing  and
integration, Display blocks generaton and
distribution. In addition, the DPS maintains its
own internal archive of processed data.

Because the DPS is triplicated the
elemetry system is triplicated too. In the
stand-by cluster string the telemerry system is
prepared to adopt the role of either the pnme
or the backup system in case of failure.
Individual telemetry processors are used for
each of the different received dawm sources,
e, R/T ECIO/SCIO, P/B ECIO/SCIO,
NASCOM PPF, and System Monitoring.

Teiecommand processing is performed on
two redundant workstauons which interface to
the NASCOM computers.

Approximately 60 Display workstations
with high-resolution color-graphics monitors
were installed to render processed telemeny
data.

The DPS contans three independent
LANs: the operational OPS-LAN, the EGSE-
LAN which serves as a demarcation point to
the EGSEs experimenters equipment, and a
Display-LAN  supporting the operator
graphical user interface.

7. NASCOM Subsystem
The NASCOM subsystem incorporates three
MicroVAX 3300 computers in a threefold
redundant configuradon. Each of these
machines embeds two  programmable
communicatons controller on which the low-
level NASCOM prowcol is impiemented.

The main funcuons of this subsystem are
the provision of a Ground-Data-System
(GDS) Log (for received Payload-Parameter-
Frames (PPF),  Command-Acceptance-
Patterns (CAP), and Naviganon data);
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transferring standard telecommands to TDMs
for uplink; handling a special low-latency
High-Rate-Forward-Link (HRFL) command
channel to the Spacelab robotics experiment
ROTEX.

Via OPS-LAN the NASCOM subsystem is
linked to the Telecommand workstatons
which, in tum, house the wlecommand
planning and execution software, see diagram
above.

Shuttle trajectory data is routed through
the NASCOM subsystem to a dedicated
computer which processes orbit data.

Payload Timelining software is installed on
a separate workstation and utlizes file ransfer
to communicate the D-2 timeline to NASA.

8. Audio Subsystem

The Voice Intercom Subsystem (VIS) features
a total non-blocking distributed digial
architecture utilizing dedicated
microprocessor controlled 2 wire/4 wire and
ISDN interfaces. The GSOC configuraton
currently  supports 480  simultaneous
conferences. The operator interface is based
on touch-screens with reconfigurable page
layouts.

VIS Configuration Control is accomplished
via an Novell based PC network which
enables for total monitor and control of all

VIS resources, even a parunomng of the
subsystem, e.g. to provide support for
separate  parallel missions, is possible.
Remote’ Keysets are hooked up to the central
switch via ISDN and digial leased lines to
provide compiete voice functionality to
MUSC/Cologne.

Via a pawch panel, the VIS subsystem is
connected to the TDMs (approximately 600
kbps are used for 21 voice channels to
NASA.)

9. Video Subsystem
The heart of the Video Subsystem (VID) is a
20x120 Video Switch Matrix which connects
to more than 60 video monitors (each
equipped with a channel select panel.)

In addidon, a converter is installed to
ransform NASA field sequential video into
NTSC and PAL formats. Storage of the
Shuttle video and other sources was done on
Betacam SP recorders. A separate audio
Ccross matrix was avaiable to complement the
VID.

10. Working Consoles
A standard operator working console
incorporated two  high-resolution  color-
graphics monitors, a video monitor, a VIS
Keyset, and usual infrastructure equipment.
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ABSTRACT

This paper describes the Brazilian Data Collecuon
System set up into operational state after the SCD1 launch
on 9 February 1993 into a low Earth orbit wath inclination
of 25 degrees and an altitude of 750 km. The system is
composed by: Data Collecuon Pladform (DCP) Networks
where sach DCP acquires the environmental data and
transmuts 1t to the SCD1 satellite 1n a predefined repeuton
rate; the SCD1 satellite with a message relay funcuon; and
the Ground Segment Infrastructure that acquires the
payload data retransmutted by the satellite o the ground.
processes and disseminates to the users, and that has the
tracking and control functuons to maintan the SCD1 in a
operational state.After the system operauon dunng one
year, some system performance issues are discussed. With
the gained experience, future steps toward system evolution
are also presented. In spite of the expenmental
charactenstic of the SCDI1 satellite, the Data Coilecuon
System is working quute well. The anaiysis done shows that
the system concept used in the SCDI1 as well as in the
Ground Segment was reasonable.

Key words: Data Collection Platform, Data Collecton
Satellites, environmental data, ground segment

L. INTRODUCTION

Since middle of 70's , INPE started its activities related
to establish a Data Collection Program. One imporant
result was the ARGOS PTT prototype that was certified by
ARGOS in November 1983, !

By 1981, DNAEE(Departamento Nacional de Aguas ¢
Energia Elétrica), SUDAM (Supenntendéncia do
Desenvolvimento da Amazéma), ELETRONORTE(
Centrais Eléricas do Norte do Brasil 8/A) and CNPg/INPE
installed a 10 DCP network in the Tocantns River and
Araguaia River Basins using GOES satellite, collecting
hydrometeorological data each three hours. This network is

operated by ELETRONORTE using INPE facilities at
Cachoerra Paulista and 1t 1s an  auxiliary system to the
operation of Tucurui Hydroeiecinc Power Station !

An another nauonal expenience was the efforts made by
DNAEE and ORSTOM (Office de la Recherche
Scienufique 2t Techmique Outre-Mer) in the operation and
in the installaton of a nerwork composed by 23 ARGOS
compauble DCPs 10 monitor the Amazon Basin. The DCPs
messages are obtauned direcdy  from the TIROS/NOAA
satellites using a min stauon?.

FUNCEME( Fundagio Cearense de Meteorologia ¢
Recursos Hidncos) instailed a DCP network in the Ceara
state measunng the temperature, the wind direction and
speed. the precipitauon and hunudity to momitor the water
level and the climate.

INPE has been using dnfting buoys for the studies of
superficial manume current dynamucs through water
superficial temperature and thewr locaton by means of
ARGOS system-"-

The Brazilian Federal Government through Science
and Technology Mimsuy set up the Nauonal Data
Collection Platform Program(PNPCD)! wath the main goal
1o umprove the use of the environmental data acquisition
through sateilites after the SCD| launch on 9 February
1993 into a low Earth oroit wath inclinauon of 25 degrees
and an aititude of 750 km. The Program has the following
specific objectives among others: install in the country
operauonal and expenmental networks: promote the
informauon exchange between different users groups, and
coordinate the relauonship between DCP users and satellite
operator agencies related to recepuon, transmission and
processing of DCP acquired data.

2. THE BRAZILIAN DATA COLLECTION SYSTEM
2.1- The SCD1 Data Collection System

The basic idea of the system is (o automate the
environmental data acquisition by means of a Data
Collecuon Platform that acquires, processes. and transmits
messages (o the SCDI satellite in a repeution period of 90
10 220 seconds. When the satellite passes over the mutual
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visibility of the DCP and the Cwaba Ground Station, a
commumnication link 1s established berween the DCP and
the Data Collection Processor (PROCOD) at the Cuiaba
Station as shown in the Fig. 1. Once a day, all the recerved
message are sent to the Dara Collecuon Mission Center
(CMCD) at Cachoeira Paulista for further processing .
data base management and data dissemination (o the users.
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Figure 1 - Data Collection System Block Diagram

Due to exisuing DCP network and the expernimental
characteristics of the SCD1 Mission . the SCD1 satellite
was squipped with a DCP Transponder that retransmuls
ail the received message 1 401.65 MHz(same as ARGOS
System) or in 401.62 MHz to the S Band (2.267 GHz) for
Cuwiaba Station . Thus, the SCD| System recerves ail DCPs
in operauon with ARGOS compaubility in the vasibility of
Cuiaba Stauon. As the SCDI satellite has an orbit penod
of 100 mun.. it passes over the Cuiaba Station 8 passes per
day.

In the SCDI satellite there 1s no any type of on board
processing or even a message storage capability for latter
retransnussion.  All processing 1s done at the Ground
Stauon by the PROCOD. The DCP Transponder just
converts the messages in UHF Band to the S Band .This
simplifies the on board equipment, as well as it is suitable
for expenmental purposes. The DCP message format is not
fixed and depends only of PROCOD subsystem. In case of
use another DCP message format 1t 15 sufficient to change
the PROCOD configurauon.

2.2- Experimental network installed for the SCDI1
Mission

The environmental data acquisiuon by means of a
pladorm and a satellite  has several advamages*. The
platform can be installed in any place such as remote
region of Amazon forest and where the access is very
difficult.

The INPE data collecuon experimental networks
installed for the SCD | mission are composed by:

a) Amazon Program network3-S for environmental
sciences , with iniual 10 DCPs as shown in Fig.2,
related to Ozone Layer studies, greenhouse effects
studies. biomass burning studies. The sensors
available are aumosphenc pressure. wind direction
and speed. uitra violet radiauon, CO2 concentrauon,
CO2 temperature, Ozone concentrauon,  air
temperature. The DCPs have repetition rate between
205 and 2135 seconds.

b) Amazon Program nerwork for studies of tropical
forest regenerauon with 3 DCPs installed near o
Manaus. The sensors acqure the following data:
ground iemperature, heat flow, ar lemperature,
hurmudity, incident ana reflected radiauon. and wind
speed, with a repeution rate of 180 seconds.

¢)Tide-gauge network ~ cnables for the first tme a
svstemauc data collecuon of South Atlantic ( coast
and oceanic area) with 4 DCPs installed acquinng
sea level tn an houriy basis through the submarine
pressure and water temperature. Soon the sensors for
atmosphenic pressure and water salimty wll be
installed. This data will enabie the fishing forecast
for the northeast region based on better understating
the mean sea level and temperature of the ocean and
their current.
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All these networks are being coordinated by the
National Data Collection Platform Program (PNPCD-
Programa Nacional de Plataformas de Coleta de Dados), as
mentioned before.
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Figure 2 - Amazon Program Network DCP locations.
Source: Kirchhoff®

3. GROUND SEGMENT INFRASTRUCTURE

The Ground Segment has the responsibilities of
monitoring and controlling the SCD! Satellite, and
receiving, processing and distributing the payload data. To
realize these objectives the Ground Segment compnises: the
DCP Networks; the Sateilite Control Center (CCS); the
Ground Segment Data Communications Network
(RECDAS); the Data Collection Mission Center (CMCD)
located in Cachoeira Paulista-SP; ‘and by the Cuiaba and
Alcintara Stations. b

3.1- Data Collection Mission Center

The CMCD main role3 is to receive the DCP data sent
through the RECDAS by the Cuiabi Ground Station,
stonng and processing these data to engineening units and
keeping them available for remote user through the public
Packet Switch Network (RENPAC). The CMCD monitors
the mussion payload performance to the MECB Program
management.

The current configuration is based on system among
the existing national alternatives (the Digirede DGR 8000)
that employs a Motorola 68010 microprocessor, a UNIX-
like muiti-user operating system and a relational database
package with a C language interface. To perform all
process of data acquisition and treatment, the CMCDS is
implemented as a set of functions interacting with external

The main functions are : Acquire payload data; Check
Acquired Data; Process Sensor Data; Send User Requested

Data; Update Directories; Generate Reports. The data sets
over which the funcuons above will act are: Raw Data:
Pass Events; DCP Sensor Data; Processed Data; DCP
directory, Sensor Directory; and User Directory. The
funcuon "Acquire Payload Data™ receives payload data
from the Cwaba Ground Station through the RECDAS |,
performs message header checkout and stores the data into
the Raw Data file for further processing.

The function "Check Acquired Data” reads the Raw
Data file, checks the DCP directory for platform
registration, identifies incomplete or erroneous messages,
climinates redundancies from the valid message and stores
them into "DCP Sensor Data” for further processing. The
Event Data (time-tagged, occurrence of “good™ and "bad
messages, source and other relevant information like
associated Doppler Shift) are stored in a cumulative data
set "Pass Events” for use of other functions.

The function "Process Sensor Data” reads the packed
sensor data (DCP Sensor Data) received from each DCP
and converts them to engineenng units according o the
corresponding DCP directory and Sensor directory records.
The converted data are stored in a cumulative data set
(Processed Data) for consultation,

The function “Send user-requested data” handles the
user interface (connection, password, protocol, dialog and
disconnection), retrieves the requested Processed Data and
sends the obtained information down the communication
line or 10 a printer report to be mailed to the user,

Today for each users group, an account was defined in
the CYBER computer just for file transfer all the received
and processed data via RENPAC.

3.2- Satellite Control Center

The CCS, located in S3o José dos Campos-SP, is
responsible for the coordination of all acuvities of satellite
control. It allows the execution of following tasks : monitor
and control the satellite equipments ; determine and
propagate orbits and attitudes; prepare and execute
maneuvers, make mission analysis ; maintain the mission
historical files ; monitor and configure the ground station
equipments ; record operational information ; and generate
acuvity schedule to CCS and ground stations.

The CCS computational is based on two VAX-8350
and one VAX-11/780. The application software is
composed by Satellite Control System Software (SICS)9-
10-11-12 responsible for all real-time functions of the CCS
and Staton Computers, Flight Dynamics Software, SCD1
Simulator , and other software packages for analysis,
operation and maintenance support facilities,

3.3- Data Communication Network

RECDAS allows the data communication betwesn
CCS |, the ground stations and CMCD. It is a private
packet switching network that utilizes the X.25 protocol
and the X.28 protocol, and is composed by three nodes and
one Network Control Center ( NCC ). The NCC is
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installed in the CCS building and utilizes a Cobra 330
mmmm.mmthasamrmﬁmmmsm
José dos Campos the central node and today only the
Cuiaba Station has its own RECDAS node installed
physically.

3.4~ Ground Stations

The MECB ground segment inciudes two ground
stations - the first, in Cuiaba, is able to periorm telemetry

reception, tracking and command of satellites, as weil as to
receive payload telemetry data: the second. located n
Alcintara, is configured just as a telemetry, tracking and
command ( TT&C ) station. The main functions of a
MECB station3 are : to receive satellite attitude and status
data; to command attitude and orbit changes and/or
corrections as well as satellite status modifications; to
perform range and range-rate measurcments for orbit
determination; to receive payload data ( Cuwaba station
only ).

It also performs the following ancillary functions:
automatic supervision of station equipment; time code and
frequency reference generation and distnbuuon; station
operation log files maintenance; weather data collection for
ranging corrections.

The station is functionally divided into: front-end;
housekeeping telemetry equipment; telecommand encoder,
ranging equipment ; station computer, lme and frequency
reference equipment; PROCOD, the payload telemetry
equipment.

As mentioned before, the DCP messages received at
Cuiaba Station is processed by PROCOD. Ths
equipment!4 receives down converied DCP messages in
68-92 KHz band for 401.62 MHz ,or in 98-122 KHz band
for 401.65MHz. For each band, the PROCOD has the
capability to process up (o 2 simultaneous messages. Due
to random characteristics in time and in frequency of DCP
transmitted signals, a search and a detecton process
should be executed. Once the signal is detected, a message
processing channel is associated to recover the DCP
message. A standard payload message is stored in a floppy
disk unit with this recovered message and awaliary data
such as carrier frequency, channel status, message length,
and a time stamp, According to the established operational
promdummemuﬁmwmgsmummd
once a day to the Mission Center.

4. SYSTEM PERFORMANCE EVALUATION

4.1 - System Performance goals related to DCP
Reception

The SCDI mission is capable of operating
simultanecously!5 with up to 300 DCPs with message
format compatible with ARGOS System. Half these
platforms can operate in the same Lransmission frequency
as ARGOS System (401.65 MHz).

T‘heapabﬂityofmeSymmmam&m
a DCP depends on primary the location in the coverage
region of receiving Ground Station, the DCP power
transmutted (1 to 2 Watts), and its repetition rate (90 to 220
seconds).

Upto4mdumuﬂy0€?mmbepm
by the PROCOD subsystem.

Today, as menuoned before, only Cuiabd Staton is
equipped with PROCOD subsystem. This implies that the
DCP should installed inside the coverage region shown in
the Fig. 3 This coverage region* corresponds (o a circle of
3000 km radius centered in Cuiabd, south limited by
parallel 38.

Figure 3 - DCP covered location from Cuiaba

The data of all DCPs located less than 1200 km from
Cuiaba are received at least seven umes a day. The
message of DCPs located between 1200 km and 3000 km
are received less frequently, up to the minimum limit of
once a day for DCPs located in the borders of the coverage
region.

4.2- DCP Message Received analysis

To verify if the Data Collection System meets its
performance requirements related to the reception of DCP
messages, all received messages are accounted and the
following charts summanzes some conclusions.

The Fig.4 shows that the system is receiving about 550
messages per day. From this quantity, 420 of them are
valid one,

These valid messages means that the DCP
identification is OK and the message length is compatible
in the format. The system is receiving about 80 different
DCP per day and haif of them are not registered in the
Mission Center files.

The Fig.5 and Fig6 show the DCP reception
capabilities related to the DCP location. It is interesting to
see that in spite of the distance of the DCP installed in
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ATOL DAS ROCAS ( 3.86° S; 33.80° W) the system is
receiving better than NATAL (5.22° S; 35.34° W) due to
the visibility circle angle elevation restricted by obstacles.

EOIVED VEASAES DAY i

P 1 e 4 T Y 8B e d e & AR N DD

g

(ln-m T 0 b et e .!a-—-—-—i

Figure 4 - Received message per day during Jan/94

The Figures 7, 8 and 9 show the distribution of received
messages per day for DCPs located in Cuiaba, Aol das
Rocas and Barreiras dunng March/1993 0 January/1994.
Apparently the system 1s receiving less than expected, but
analysing in detail, some satellite passes are lost and for
DCP located near to the Cuiaba Station (aprox. less than
1200 km), the system received at least one message per
SCD1 pass, and for DCPs located in the borders of
visibility circle, the system received at least one DCP
message per day as expected.

DISTRIBUTION OF NUMBER OF MESSAGES/DAY

= Neiai (2900 Emj
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Figure 5 - DCP message reception according to location from Cuiaba duning Jan/94

DISTRIBUTION ACCORDING TO DISTANCE

|
| C Natat | 2500 Kmi
B At gas Rocas ( 2600 Km|

| M Barrmiran { 1200 Km)

Figure 6 - Number of DCP message per month during Mar/93 to Jan/94. The left most column corresponds to Mar/93

209



2) 10 DCPs are being furnished by SUTRON for

NS installation in the Itajaiaqu Basin ( Santa Catarina

» State) , Minas Gerais State; Ceara State; INPE

Network (Cachoeira Paulista).

i b) 250 DCPs will be installed by DNAEE for
& 12 hydrometeorological and environmental applicauons
§ using 401.62 MHz transmussion frequency. About

¥ 30% of the DCPs will be capable to transmit in

401.65 MHz for back up purpose with ARGOS
System compatibility.

1 2 3 4 - -} 7 a 9 W N 12 3 & 5.2 4 Futurc Sl.ld“m
ot sy
Figure 7 - Number of received message per day In terms of new satellites, the SCD2 is planned to be
distribution for DCP located in Cuiaba launched by 1995 for assuring the SCDI1 service. The
SCD2 is similar to SCD1 with the payload down link using
DCP - Aol das Rocas the 8 band and 25 degrees of orbit inclination.

The SCD3 will have a equatonal orbit and it will be
equipped with another transmtter in the UHF band for the
L] DCP payload. In this case, a mini station will be
implemented to receive DCPs message independently of
the S Band Ground Station. The message from DCP
8 located in the equatorial region will be received each 100
min. improving in a significant way the number of DCP
message reception. The SCD3 is planned (o be launch in

0 1996.
SRS e The CBERS (China -Brazil Earth Resources Satellite)
W smmagatey : satellites will be equipped with the DCP transponder in a

Figure 8 - Number of received message per day distribution polar orbit, The CBERS is planned 10 be launch in 1996.

i R
for thc DCP lm in Alol das 0Ccas 5-3 & Gmd Segment E\'ﬂl“ﬁon

DCP - Barrewas i The Ground Segment will follow the evolution to meet
the new requrements imposed by the next satellites.
_y Related to the Data Collection System , a evolution of
% . PROCOD is being pianned by the use of Digital Signal
Processor technologies and a version of PROCOD for mini
station is under specification for the SCD3 and CBERS
satellites. |
The installation of the PROCOD equipment in the
¢ Alcdntara Station will improve the reception of data from
DCPs located in the northeast coastline.
PR A T B IR G St R s (Rt o - O A new version of the Data Collection Mission Center
S st Software is under deveiopment and DCP location software ‘
is also under development.
T RENPAC and teiephone line access are bei
Figure 9 - Number of received message per day distnbution ma:;z the data dissemination ., but this mﬂ
for the DCP located in Barreiras restriction due to high error rate of telephones lines. The
data dissemination for the users will be improved by using
RNP ( National Research Network), bitnet and other forms
5. SYSTEM EVOLUTION of access. ,

—
(]

Paicarts (%)
-]

5.1 - Installation of new DCPs 6. CONCLUSION

After one year since the SCDI launch success and its In spite of the experimental characteristic of the SCD1
nominal operation, according to the National Dala  gyellite, the Data Collection System is working quite well. -
Cqﬂwuon?la:forml’rngmm the number of DCPs will The analysis done shows that the system concept used in
raise soon:
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the SCD1 as weil as in the Ground Segment was
reasonable.

Future steps were presented based on the expenence
gained mainly in the operational and maintenance aspects,
added by new available technologies.

The launch of the SCD2 in the beginmng of 1995 will
assure the conumuty of Data Collectuion System service and
could also cover the gap of approximately 10 hours without
sateilite passes. The SCD3 with a equatonal orbit and
CBERS satellites with a polar orbits will increase
significantly the number of satellites passes over Brazil for
data collection purpose.

Some problem detected in the DCP operation and
maintenance shows that the DCPs are submitted to severe
and hestile environment. Maintenance should be organized
with adequate financial support to recover the system and
to reduce down time periods so that a better service can be
provided to the users than today.
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Abstract

In-orbit sateilite follow-up produces a certain amount
of reports on a regular basis (daily, weekly, quarterly,
annually). Most of these documents use the information
of former issues with the increments of the last period of
time. They are made up of text. tables, graphs or
pictures.

The name of the system presented here is SGMT
(Systéme de Gestion de la Mémoire Technique), wiaich
means Technical Memory Management System.

It provides the system operators with tools 10

generate the greatest part of these reports. as
automaticaily as possible.

It gives an easy access to the reports and the large
amount of available memory enables the user to consult
data on the complete lifetime of a satellite family.

Key words: Satellite
generation

follow-up reports, automatic

Introduction

The TELECOM S.C.C. 15 in charge of the control
and the follow-up of the French TELECOM satellites.
Three satellites are today in orbit. TELECOM 1-C is the
last satellite from. the TELECOM 1 family.
TELECOM 2-A and TELECOM 2-B are the firsts fhight
models of the TELECOM 2 family.

One of the recurrent task of the S.C.C. is to publish
operation reports and heaith reports for the different
satellite sub-systems.

The spacecraft analysts are in charge of these reports.
The main information source is the satellite telemetry.
provided by the real-ume controi system or by a
technical data base. The reports aiso use manually
collected informauon.

TI*
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Figure |: Hardware configuration.
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For the build-up of the reports, the analysts were
using personal computers connected to the information
sources. They used spreadsheet programs (o generate

charts and tables, and text editors for the wniten part of 1"““—""

the report. This method needed floppy disks and
documents manipulations, manual cut/paste operauons.

For a given type of document, the successive issues
are often similar. The differences are the actual
telemetry values, the comments and, if available. the
increment of the historical part.

The evolution in the computer field and the need in
terms of efficiency, ergonomy and quality leaded to the
definition and the realisation of a system abie to cover
the full range of the report generation. and to be adapted
to different telemetry or data sources.

General description
Hardware environment

The SGMT is supported by a UNIX plattorm under
an OSF/MOTIF X-Window environment. We use a
SUN 4/370 server with a 1.6 Gb disk. 64 Mb of RAM
memory, a 2 Gb DAT unit and a 6 CD-ROM juke box.
The capacity of a CD-ROM is 640 Mb.

The DAT unit is used to make periodical back-ups of
the complete system environment (inciuding the
database but not all the reports).

The CD-ROM Juke box contains the generated
reports. These reports are first saved on a temporary
space on the disk. When the size of a CD-ROM is
reached, the content of this temporary space is transiered
to the definitive support, using the UFS format (standard
UNIX format).

The CD-ROM has been cimsen for its very good
access time performance, its easy operating and its
excellent data integnity.

To provide muitiple user access, X (erminals are
connected to the SGMT via an ETHERNET nerwork.

The SGMT may be connected fo several data
sources. For example, a technological data base or a
satellite control computer. For the latter, we use the
ETHERNET network or a serial RS-232 link.

The documents are printed on a Postscript laser
printer.

Software choice

To take advantage of the continuous improvements in
software science, we have chosen to use "On The Sheif
products as much as possible.

The choice critena were:

- Standard aspect and portability.

- Easy communication between
programs.

the different

- Ergonomy. pertormance and evolution capability.
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Figure 2: Software design,

The system is based on a Relational Data Base
Management System (RDBMS). It uses a spreadsheet
program to make calculation and charts, and a publishing
tool to set up the lay-out of the final report.

The spreadsheet program is WINGZ. This product
can compute and present results through graphics or
tables. It also provides a scnpt language. named
Hyperscript, for the easv development of user programs.

The application supervisor has been wntien in
Hyperscript, using the WINGZ-DataLink module. which
enables access and update of the data base.

The RDBMS is INFORMIX On-Line. It was chosen
for its good ability to communicate with the spreadsheet
program and the good matching of its data rype with the
required ones.

As a publishing tool, we have chosen
FRAMEMAKER, which is widely used on UNIX work
sfafions.

Application description

The application has a user-friendly interface with
push-buttons and scroiling menus.

The main menu enables the user 10 sart
administration or explowation sessions. [t allows 1w
access directly and separately WINGZ and
FRAMEMAKER.

The application manages the different users access
rights. You don't get the same pnivileges if you are the
system administrator or a simple user (e.g., only the
system administrator can access directly the Data Base
by using SQL statements...).

The Adminisration menu (see figure 4 below) gives
an outline of these possibilities. In this menu, a simple
user is only allowed to consult or add items to the data
base. He also may start a work session on a remote
calculator, but has no access to the archive functions.
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Figure 3! Application's Main menu.

In the following, we'll describe the different steps in
making a report.

Document (report) definition

The first action is to create the report type in the data
base. The report type is the generic name you will use to
generate the actual reports later (e.g., "Annual thermal
report”...). A report in the data base is attached to a
satellite.

Then you have to create a template for your report.
This will be made by using the publishing tool,
FRAMEMAKER. In the biank document presented by
the application, you can write fixed text, prepare tables,
reserve space for the later generated charts or tables and
insert pictures (e.g., scanned schemes...).

Figure 4: Administration menu.

The same sequence is requested for each script you
want o define for the generation of your report. First a
creation in the database, and then the actual writing of
the script (in Hyperscript language) using a standard text
editor (choice of each user). You have to write a script
for each page of the report containing a chart or a table
resulting from calculations.

Document generation

This function is the main feature of the application.
The user has to select successively the six options of the
generation menu,

At first, you have to create the designation of your
report in the database. This is only a logical creation.

The second step is the data collection. The data are
provided by the technical data base or by the sateilite
conwol computer system. Some additional data may be
provided by the user. In this case he must make sure that
the data are available at the place he has specified in the
SCript.

The generation itself takes place after the data
collection. In this phase, the system runs sequentially all
the scripts attached to the type of report.

When the generation is completed, the user can
suppress or modify any part of the report. He can add
comments, modify fixed text, using the publishing tool.
He can modify charts or tables, using the spreadsheet
program.

The validation step is the last step of this sequence.
When a report is validated, it is impossible to modify
any part of it. The report is frozen as if it was printed. It
is saved on a remporary space, waiting to be definitely
stored on a CD-ROM. y
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Figure 5: Exploiration menu.
Document consultation

The last feature of the SGMT application is the
document consultation.

As described above, the generated documents are
saved on the disk or on a CD-ROM. These documents
and all the related references can be consulted using the
RDBMS.

The system manages the available media resources
and ask the user to install the needed CD-ROM if not
installed.

The user may print all or any part of the reports or
visualize these on the screen . The capacity of the CD-
ROM juke-box (6 x 640 Mb) allows to store the

214



complete life of a TELECOM sateilite family on-iine (3
satellites over 10 years),

Using the system

The system has been used in the TELECOM S.C.C.
since the end of 1992.

The staff people training lasted about two weeks.
including a UNIX training module.

The next phase was the development of all the
TELECOM 1 periodical reports. The content of these
reports is now frozen (after more than 8 years in orbirt)
and the full range of charts and tables is represented.

Document type "Manual" | Automatic
methods | generation

Thermal 203 1 Day
(4/year, about 100 pages) Weeks
Eclipse 1.5 Weeks 2 Days
(2/year, about 30 pages)
Maximum/Minimum 3 Days 3 Hours
(1/year, about 35 pages)

Figure 6: Time comparisons.

A good example is the quarterly thermal report. This
report is published for each charactenstc season
(equinox, solstice) and is made of.

- 40 thermal telemetry charts (24 hours). Each chart
shows one or two telemetry measurement point.

- 75 historical charts. For each relemetry point and
for each season, we plot the minimum and
maximum value.

- 10 configuration schemes.

- 10 picture showing the geographic location of the
measurement points.

- Presentation and explanation text.

Such a report required about three weeks 1o define
completely all the scripts making up the different
figures.

This amount of time is approximately the time spent
with the former methods, to build the report.

Now, the generation of the thermal report requires
about 4 hours to collect the telemetry from the Technical
Data Base. Then, 4 more hours are required to build and
print the report.

The spacecraft analyst may correct any part of the
generated document and add text or comments, before
validating it.
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The tabie (Figure 6, above) gives a companson
between the former methods and the automatc
generation of reports, using the SGMT, for several
TELECOM | documents.

Conclusion

The Technical Memory Management System is now
integrated in the TELECOM S.C.C. satellite follow-up
facilines.

Now, this tool is used for all the TELECOM satellites
(TELECOM | and TELECOM 2). Through the time
cained in the reports construction, it allows the users a
better focus on the non recurrent tasks.

The architecture of the system. based on "On The
Shelt" products, may be adapted to many other data of
the same or other types. In this case. the only need would
be to develop new interfaces between the application and
the data sources.

Examples

In the following, we show some exampies of report
pages. These pages are part of the TELECOM 1-C
thermal report or of the TELECOM [-C eclipse report.

These examples are given to give a better idea of the
system capabilies, but don't represent all its
possibilites.

Table

In this table. the numeric values in column 4 come
from the telemetry. The figures in column 5 and 6 are
resuits of spreadsheet caiculations, using the values in
column 7 (the user provides this information at the
beginning of report generation)
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Figure 7: Table.




Configuration scheme

All the boxes and connection lines in this scheme are
generated by a Wingz script. The numeric values come
from the telemetry.
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Figure 10: 24 hours chart,
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Figure 9: Historic chart (bars).

24 hours chart

The telemetry information under the chart is provided
by the Data Base. The scale is computed in the script.
The maximum and minimum information is stored in the
Data Base and will be used for the historic charts.

Historic chart

The values come from the Data base. The scale is
computed in the script.
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Figure 11: Historic chart (lines).

The charts may use single lines like in the examples
above. It also may use bars with or without labels, or
combination of lines and bars. The limits are the

possibilities of the spreadsheet program.
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Abstract

The basic purpose of this paper is to document, in this
symposium, the work made for the construction of
Ranging Measurement Software ( RAN ) which is one of
the functions of Satellite Control System ( SICS ),
software developed by INPE to control the Brazilian
satellites of MECB ( Brazilian Complete Space Misson ).
This paper shows the RAN basic architecture as well as a
set of functions which facilitates both the operation and

the ranging system test.
key words : ranging, software (est

1. Introduction

The team for the construction of the SICS was formed
in 1986 with approximately L5 persons, which few had
had some experience in satellite control software. In
1987 a software-house was contracted (o help the
development of SICS. The number of peolpie invoived
in the project oscillated along the project , with
approximately 40 persons maximum . This team was
divided into three groups : a development one, a
thecnical coordenation one and another of support. Today
there is a team of 10 persons, all from INPE, to maintain
the current system and to define new ones.

In end of 1986, the system basic requirements had
already been parcially descnbed. From these
requirements, Structured Analisys was utilized to the
definition of the system logical functions. To help in this
phase, the only automatized software tool available was a
Data Dictionary . The Data Flow Diagrams ( DFD ) were
generally drawn by hand. This phase lasted,
approximately, two years. In the following phase of the
project ( design phase ), the only automatized software

tool available was a Software Catalog, developed by part
of the team, which made of the cadastre the elements
which would be controlled by the quality control of the
svstem and the relationship among these elements.

In the programming phase, structured programming
was utilized and the choosen language was FORTRAN.

Each SICS function had a test plan which was analised
by a inspection team. Each plan took from two weeks o
one month to be analised. Important suggesuons were
made to improve the quality of each function.

In 1990, almost all the functions had already been
tested. For integration purpose of the SICS, functional
chains were defined, composed by MECB ground
segment subsystems, Chain and system fests were
developed. For each chain, such as ranging,
telecommand, telemetry, supervision, etc, a leam (0
elaborate the chain tests was constituted.

Regarding the RAN function, the analysis team was
composed of three persons. [n the other phases, the team
was reduced to only one person.

2. RAN Architecture

To describe the RAN facilities it is necessary to
delineate shortly the RAN functional architecture. This
software has two modules ( or programs ) [1 ]. The main
module ( SOFTRAN ) interacts with the ranging
measurement equipment ( CMD ) located at ground
stations and coordinates the execution of ranging
measurement.

RAN exchanges messages with CMD  through
RECDAS ( Data Communication Network from Ground
Segment) . The protocol used to this exchange of
message is the SDID ( Station Data [nterchange
Document ).

The second module of ranging software (VIS) accesses
the special file generated by the main module when in
test mode and shows all messages included in it with the
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interpretation of all SDID message fields, and generating
reports by demand.

3. RAN Operation

The screen of the main module is shown in figure 1.
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parts of the ranging system thus, verifying everything
that comes in or goes out through RAN.

The third mode is the mode test which allows aiteration
of SDID message to be sent to CMD ( request message ).
This mode i1s similar 1o the second one but 1t allows, in
real time, the operator (o alter the request message. This
mode can be used to validate the interface between RAN
and CMD, by the alteration of the request message
checking thus, the system behaviour facing an
established error by the operator.

The first facility 1s an option from the main menu of
SOFTRAN which allows the operator to put the module
in one of the three operational modes. This is the option
6 of the main menu. After selecting this option, the
screen showed in the figure 2 is presented. The operator
can, then, select the desire mode of operation.

SICS/CCE W0l SCBI RESOFT wEBIRA B DIFTAMCIA I-FIV=1#8a 17:55:81

[1Imen  (ZICA (3TER (41  (SiCOm [sjOer [7/VIE  [BiLI®

B

Ilu CULABA (7] ALCANTARA i ] e

Figure 1: screen of the main module

In a normal situation, the following steps are executed by
the satellite operator :

- conection request | option 5 | ;

- selection of measurement group number to be
executed by CMD [ option 4 | ;

- transaction desired request. The possible
transactions are range measurement, calibration
measurement and premature lermination of current
measurement [ options 1, 2and 3 | .

The right upper corner window indicates if the above
requests were successful or not. In case of fail, the line
22 of the screen will show a message indicating the
reason . This message is logged in the system event log.

The central window of the screen ( ANALISE DAS
MENSAGENS ) indicates the status of SDID messages
sent by CMD,

The complete operation is described in [2].

4. RAN Facilities

The main module can work in three different
operational modes. The first mode, the normal mode,
does not allow the operator to alter the standart format
message ( SDID format ) which will be sent to CMD and,
in the mission history files, only good messages are
recorded.

In the second one, the test mode without alteration of
SDID message , all message, valid or not, sent or
received by the system, are recorded in a special file 1o be
analised in the future by the second module. This mode
can be used to the integration of RAN with the other
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Figure 2: operational mode selection

If the operator selects the test mode with alteration of
SDID message, before this message is sent to CMD, it
will be showed in the screen ( figure 3 ). The operator
can, then, alter any byte of this message. This has proven
to be very useful to test the CMD and in the integration
phase, when RAN and CMD exchanged messages for the
first time. It was possible to know if an error was in the
RAN or in CMD.
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Figure 3: SDID message to be modified
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[2] Pereira, J.A.G et ai. Manual de usuario do Sistema
de Controle de Satélites. S3o José dos Campos, INPE (
When a SDID message is received. all heading bvtes  A-MUS-0001 ).
are analised and these analizys are shown in the window
"ANALISE DAS MENSAGENS', which have eight lines.
The module has a buffer which holds forty lines of this
window. The second facility ( option 7 from the menu )
allows the operator to scroll this buffer 1o check the most
recent events. The mission history files will be accessed
only to a more specific venification of the whoie system.
The third facility ailows the operator to execute a local
reset in the SOFTRAN avoiding, in many cases, the
necessity of exiting and reloading the module again. This
facility has proven 1o be useful when there is loss of
message in the network and it simplifies the program
logic avoinding the use of timers which complicate the
depuration of the logic as well as the planning of test
cases. Timers should be used only when the lack of
perception of a problem by the operator can cause
problems to the system.
The fourth facility is the second module of ranging
software, which accesses the special file generated by the
first module when in test mode and shows all inciuded
messages in it with the interpretation of all SDID
message fields, and generating reports by demand. This
module has proven (0 be useful in the integrauon phase
and in cases where it is necessary to make tests in the
system because it displays the messages that came in and
went out of the system with the interpretation of all status
bvies and without accessing the history files.

5. Conclusion
The facilities described here showed thyj -

- there was a small increase of source code (
about 20 % ) . The current SOFTRAN has 2664 lines of
code ( without comments). Without the facilites, it
would have, approximately, 2100 lines. The current VIS
has 840 lines of code ( without comments),

- the implemented tests facilities do not interfere
with the system normal operation ;

- in cnucal situations happeming dunng the
system operation, it is convenient to have facilities that
permit to check, in real ime, the system functuoning. It
is not necessary to load any extra program in situatons
which claim for fast actions ;

- it was avoided to construct extra programs (0
make tests in the system which would have many similar
functions as the RAN. This reduced, thus,
documentation, test cases and traiming ume, things that
are expensives, mainly when the team is reduced.

6. References
[1] Becceneri, J.C. Projeto do Software de Medidas de
Distincia. Sdo José dos Campos, INPE ( A-DPS-0027 ).
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Abstract

ROSAT is a scientific spacecraft designed to perform

the first all-sky survey with a high-resolution X-ray
telescope and lo investigate the emission of specific
celestial sources. The mission can be broadly divided into
three phases: calibration, survey and pointing. The
pointing phase presents (he most demanding
requirements on mission planning. This article presents
the mathematical basis of the method successfully used to
tackle the optimisation problem, Dynamic Programming.
The article concludes with a discussion of how the
method can be implemented using the declaranve
programming language, CLP(R).

Key words: ROSAT, Mission Planning, Scheduling,

Dynamic Programming, Optimisation, declarative
programming, CLP(R).

Rosat

ROSAT - ROentgen SATellit - is a project of the
German Bundesministerium fiir Forschung und
Technologie in co-operation with NASA and the Science
and Engineering Research Council of Great Britain.
Scientific management of the project is at the Max
Planck Institut fir Extraterrestrische Physik (MPE) at
Garching near Munich. The responsibility for satellite
operations and timeline generation lies with German
Space Operations Center (GSOC) which is a department
of DLR in Oberpfaffenhofen near Munich.

Scientific Objectives

The two main objectives of the mission are the
performance of the first all-sky survey with an imaging
X-ray telescope and detailed observation of selected
sources with respect (o spatial structure, spectrum and

Payload

The scientific payload of ROSAT (see Fig. 1) consists of
a large X-may telescope (XRT) with an energy range of
0.1 KeV 10 2.0 KeV and a wide field camera (WFC) with
an energy range of 0.041 KeV 10 021 KeV.

Two different detectors can be put in the focal plane of
the XRT. The Position Sensitive Proportional Counter
(PSPC) with a resolution of 30 arc seconds and the High
Resolution Imager (HRI) with a resolution of 10 arc

The WFC is mounted alongside the XRT and points in
the same direcoon. It has a resolunon of 1 arc minute
and is fitted with several filters which can be inserted

nto the opucal path.

Figure 1: The ROSAT Spacecraft

Launch and Orbit

ROSAT was successfully launched from Cape
Canaveral by a Delta II rocket on June 1st 1990 at 21:48
GMT. The orbit is nearly circular with an altitude of 580
km and an inclination of 53°.
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Ground Station

The prime ground staton is at DLR's Weilheim
complex in Oberbayem, south of Munich. Due 0 the
characteristics of the orbit, only 6 0 7 passes of about 8
minutes duration are available each day for receiving
telemetry and transmitting commands. Because of the
expected high volume of data transfer, both telemernry and
commands, these contacts must be carefully pianned.
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Figure 2: The Mission Timetable

Mission Timetable

The mission is divided up into three phases (see Fig. 2).
In the first phase, the spacecraft systems and payioad are
checked out and the instruments calibrated. The second,
or survey phase requires the impiementation of a law
governing the operation of the scan. The timeline
generation procedure is automatic and needs no user
intervention and no optimisation. The third phase
consists of several pointing sub-phases which present the
most demanding requirements on mission planning.
Many thousands of requests for observations must be
satisfied. These need to be scheduled as efficienty as
possible 10 avoid wasting valuable observing time and
produce an optimised timeline. This optimisation must
take into account all the constraints placed on the
spacecraft and observations and consider other necessary
activities such as calibrations and data transmission.

Requests

Mission planning is a common effort between MPE and
GSOC. The primary input to planning is the REQUEST
which represents a desired spacecraft activity. All
requests originate from MPE. There are two main types:
observation requests and calibration requests.
Observation requests ask for pointing or survey
operations in a standardised format. They are used to
schedule the requested activity within the constraints.
Calibrations and tests are also requested by MPE in a
standardised format. Each request must be scheduied
taking the constraints into account.

Coastraints

There are several factors which affect the operation of
ROSAT and have an imporant impact om mission
planning. These are collecuvely refemed w0 as
‘constraints’:

* Sun coastraint. The plane of the solar arrays
must be perpendicular 10 the Sun direction
with a maximum deviation of 15 degrees. This
is both w0 protect the telescopes and ensure
proper operation of the solar arrays. This
constraint places a window on the
observability of a given source called the Sun
Constraint Window (SCW), For example,
sources near the ecliptic plane will have an
SCW of about 30 consecutive days.

* High energy particle beits. These include the
north and south auroral zones and the South
Atantc Anomaly. The ielescopes cannot be
operated while passing through these regions.
The positions of the belts are shown in Fig. 3.

* Atomic oxygen. The telescope must not be
pointed in the direction of the velocity vector
of the satellite because atomic oxygen, swept
up by the telescopes. can oxidise carbon in the
detectors or filters and damage them. PSPC
and WFC are affected but both have safe
filters. HRI is not affecied. The avoidance cone
has an haif angle of 28.1 degrees.

* Weilheim constraints. To ensure good
communication during the contact periods, the
spacecraft antenna aspect angie must not
exceed 150 degrees. Manoeuvres from one
source (0 another, cailed siews (see below),
must also be avoided during contacts,

* Earth blockage. In the pointing phases, the
Earth appearing in the pointing direction can
result in a degraded amitude solution and the
scientific value of the data will be diminished.
Earth blockage will normally be avoided
anyway by the scheduling process but if it
occurs it must not last longer than 2400

Figure 3: Orbit, Radiation Belt Contours and
Ground Station Coverage.
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* Moon blockage. In the pointing phases a
degraded attitude solution may result if the
XRT direction is within 14.5 degrees of the
Moon (20 degrees for WFC).

* Detector changes. Only one of the XRT
detectors can be in the focal plane at any one
time. Thus a request cannot be scheduled
unless the correct detector is in the focal piane.
Detector changes must be made regularly
(about every 20 days) for mechanical reasons.
The WFC is mounted separately and thus can
always observe.

* Strong sources. The PSPC detector could be
damaged by high X-ray fluxes. The telescope
must not be directed towards a strong X-ray
source if the PSPC is in the focal plane or it
must be switched off. MPE has supplied a
table of known strong sources which is used in
timeline generation. In the pointing phases,
requests for observations near to known strong
sources will be rejected.

* AMCD memory capacity. The onboard
attitude control system has a limited memory
capacity to store 'time tagged' commands. This
resiricts the number of siews and thus
pointings that can be scheduled in one day to
around 35.

* Request priority. There are three levels of
request priority: mandatory (Pl), important
(P2) and optional (P3). The percentage of
observation time allocated 10 P1 requests must
not exceed 15% and that for P1 and P2
together must not exceed 80% of the total
available observation time.

* Country time allocation. Each observaton
request comes from one of the 3 participating
countries. The allowed percentage observing
times are fixed at USA:50%. Germany:38%
and UK:12%. The scheduling process must
ensure that these figures are adhered (0.

Timeline Generation

The timeline is the master plan of spacecraft activity
and is used to operate the satellite. The long term
timeline (LTL) provides a master plan of spacecraft
activities over a period of around 6 months. For the
pointing phases it is an opumised schedule of the
requested observations taking all the constraints into
account. It can be updated or modified following new or
changed requests. The LTL forms the basis for the short
term timeline.

The short term timeline uses a more accurate orbit
prediction and covers a period of about 1 week. It is
developed in the week prior 0 commanding and the
telecommands are produced directdly from it. In the
pointing phases the STL is extracted directly from the

comresponding part of the LTL by adjusting the
observations. No new optimisation is made. The STL
also reflects changes 10 requests made after LTL

approval
The ROSAT Scheduling Problem

The problem in the pointing phases is how to schedule
several hundreds or thousands of requests within the
constraints as efficiently as possible to produce an
opumised umeline. The combination of the particie beits
and the orbital motion leads to a pattern of observation
opportunities known as ‘slots’ which vary in length up 0
a maxumum of around 85 minutes. [n practice it is not
worth using slots less than 10 minutes in length as there
will not be enough ume for useful observatons. This
leaves approximately 26 to 27 slots per day for observing,
The observation umes requested in ROSAT observanon
requests vary from around 15 minutes o over 2000
minutes (34 hours !) with an average of around 120
minutes. This means that observations cannot generally
be completed in one slot and will need 10 be spread over
several and will not be contiguous in ume.

The implicaton of all this is that, for each slot, a
decision must be made as 10 whether to stay wiath the
observaton from the previous siot or move ROSAT w
point (o a different source. The manoeuvre (0 change the
spacecrafl attitude from poinung at one source [0
pointing at another is known as a ‘slew’. Attenton must
be paid (o the length of ume required to slew. If a slew is
so long that it ends in the next siot, then this means that
observation time will be lost. Although the slew process
is, in pracuce, not completely deterministic it can be
modeiled by a mathematical formula which takes as
input the angular distance between two sources. The
duration varies from 11 minutes for a mmnimal siew up w0
18 minutes for a full length slew of 180°.

The knowledge of the visibility of each source must, of
course, also exist. This depends on the constraints and
can be calculated beforehand from a long-term orbit
prediction. This leads 1o a visibility patiem, or ‘profile
for each source. Fig. 4 shows typical slot and wisibility

Figure 4: Slot and Visibility Profiles.
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Solution of the ROSAT scheduling problem thus
reduces to the choice of a strategy for deciding which
source (0 observe in a given siot. This choice must be
driven by the requirement t0 maximise the ome for
observations by using as much of the available ume in
the slots as possible. If this is achieved then the timeline
can be said to be opumised. The slot pattern forms a
natural ume-frame on which to base a scheduling method
although other time frames also exist. For example. a
decision could be made after a given ume increment - 10
minutes would be a natural choice.

It should be noted that not all the requests need o be
considered in the scheduling. The high prionty, Pl,
requests are inserted directly into an empty LTL exactly
as specified in the request. The filier usage percentages
which form part of a request are also not scheduled but
inserted at a later stage after the request has been
scheduled. The calibration and test requests are inseried
into the timeline at STL generation time. The scheduling
process must thus only consider the P2 and P3 requests.
There is overbooking of observation time in any one
pointing phase so that the P3 observations in general
serve as 'fillers' although the 20% constraint mentoned
previously must be adhered to. Other areas which need
not be covered are detector changes, guide star
optumisation and consumables. Posinoming of detector
changes is not part of the scheduling process. They are
positioned by hand using informauon on the general
source visibilities. It is assumed that there will aiways be
enough guide stars available for the swar trackers w0
establish the attitude at the end of each siew. ROSAT s
fortunate in that, although consumables exist, they need
not be considered in the scheduling process.

The problem can be seen as a multi-stage process in
which a series of interrelated decisions must be made,
where each decision depends only on the decision made
in the previous stage (slot) and the effectiveness of the
whole process is (0 be maximised (opumum usage of the
available observation time).

This is exactly the type of problem that the
mathematical optimisaton method of Dynamic
Programming!-® is designed (o solve. This method
provides a systematic procedure for determining the
combination of decisions (0 maximise the overail
productivity. The method is not a specific algorithm but
rather a general approach to solving problems of this
kind. Individual cases must be considered in their own
right. The normal mode of solution, analogous 10
mathematical induction, is to treat the sequence in
reverse order by solving the simplest problem first. The
problem is then gradually enlarged by finding the current
best solution from the one previously found.

This process continues until the complete problem is
solved. In certain cases, however. the problem can be

soived by approaching the probiem in the forwards
direction, for exampile in the case of minimal chain
nerworks®. This is tue for the ROSAT scheduling
problem. Here, there is no well defined end configuration
from which 0 work back from. Also, as the observanons
are of a limited duration, the best solution must be found
by moving forwards in ame.

The problem is cast as a chain network consisting of
nodes and links between nodes. This is represented
diagrammatically in Fig. 5 which is a chain network
corresponding o the siot and source profiles shown in
Fig. 4. The nodes represent performing an observation of
a particular source in a given slot. The lengths of the
individual links correspond to the cost of moving from
one node (o the other in terms of lost observation time.
The values in the nodes of the first column represent the
costs of moving (o these nodes from some starting point -
usually the last observation from the previous schedule.
Consider the node (1,2) and find the cheapest way of
reaching it from the nodes in column 1. The answer is
obviously from node (1.1) with a cost of 39 lost mmutes,
This fact is recorded by putting a 39 in the node and an
arrow on the link leading 10 the node. In a similar
manner the costs of reaching the other nodes in column 2
and the paths are marked on the network. For the nodes
in coiumn 3, the routes are computed in the same way by
considening all the paths 10 a given node and working out
the costs using the accumuiated values from the previous
column. The process can be swpped at any ume by
choosing the cheapest observation in the current column
and working backwards 10 the start using the recorded
directions o give the opumum observing sequence. In
this way a umeline can be generated.

Figure 5: The Scheduling Problem as a Minimal
Chain Network.

This procedure is repeated for each siot unul either a
limit is exceeded or a 'terminal node' is found A
terminal node occurs when all the paths from the
previous o the current slot start with the same
observation in the previous slot. At this point the
sequence of cheapest observations can be traced back
along the paths to give the timeline.
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Given the assumptions of a siot-based approach and a
complete set of requests then the solution provided by the
method is the optimum one. Note that only those
observations schedulable in the siot are considered i.e.
those whose SCW is open.

On every step of the process the cost of moving from N
sources 10 observing each source in the current siot must
be computed. The effort thus varies as N* and as N
increases the problem quickly becomes intractable. This
is known as the dimensionality problem associated with
Dynamic Programming. Investugations of the visibility of
sources has shown that there are around 400 (300 P2 and
100 P3) observable at any given ume. It is not practical
to consider all of these at once and a subset must be used
instead. This implies the choice of the sources 10 be
considered based on some selection procedure. The most
obvious method would be based on the observanon's
priority. Other methods are, however, possible. As
discussed above under Constraints, the Sun consoaint
forces a window on a source's observability. It is
advisable that the observauon of a source be compieted
within its SCW (note that the window may be split
depending when the phase starts) otherwise the sciengific
value of the observation may be diminished. One method
of choosing a subset would then be o order the sources
according to how close the end of their SCW is 1.e. how
urgent it is that the observation be compieted as soon as
possibie.

Although this guarantees their inclusion in the set of
requests to be scheduled, it does not. in itself, ensure that
the most urgent ones will be given preference during
scheduling. One way 0 do this is (o favour such requests
by taking account of their urgency when calculating the
cost of an observation in a slot, The greater the urgency
effectively widens the concept of the cost into a ‘cost
function' involving both lost observation nme and
urgency. There is no reason why other terms should not
be added to the cost function in addition to the above
two. For exampie, terms could be added to force the
country allocations and prionty percentages towards their
target values if any deviations occur.

From the above discussion, the question poses itself as
to what happens if a source is not fully observed when its
Sun Constraint Window closes. This resuits in a
scheduling failure and the action tw be taken depends on
the prionty of the request. If the request is important
enough that action must be taken then backwacking'
must be performed. Backtracking is the process whereby
the schedule is 'unwound' back 1o some point in the past
and a reschedule amempted. This only makes sense, of
course, if some of the scheduling parameters are
changed. otherwise the same problem may crop up again,
There must also be a guaraniee that the process does not
go on indefinitely. In the case of ROSAT scheduling the

obvious point w return 10 would be the start of the
window where the offending source first became visible.

The following s a summary of how the constraints are
accommeodated by the method:

* Sun constraint. A source is not consudered for
scheduling unless us SCW is open. If the
window 1 split then the longest part 1s chosen.

* High energy particle belts. Taken nto
account by scheduling only in slots and
making the constwant part of the source
profiles.

* Awmic oxygen. Covered by the source’s
profile.

* Weilheim constraints. The antenna aspect
angie constraint is taken into account in the
profiles. For the slew avoidance, special action
must be taken during Weilheim contacts, This
would need a special profile W cover these
periods.

. Earthblockage.Covcmdbymepmﬁlc

* Moon blockage.

* Detector changes. Duning scheduling it is
necessary W check that the correct detector is
in the focal plane before scheduling an
observauon.

* Strong sources. Sources violating this
constraint are removed at request processing
ume.

* AMCD memory capacity. This is not
normally a problem with the slot based
approach since the number of slots used is less
than 35.

* Request priority. The rato of P2 w P3
requests is maintained via the cost function.

* Country time allocation. The country
allocations are maintained via the cost.
functon.

To summanse, the Dynamic Programming method
based on the slot approximation is an algornithm which 1s
easily implemented and produces good schedules. The
current impiementauon gives efficiencies around 84%.
The method can cope with all the constraints which
affect the ROSAT satellite. The problem of
dimensionality can be easily surmounted and even
advantages gained from the solution enabling further
constraints to be automaucally taken care of.

Implementation

From the foregoing discussion, the question naturally
anses as o what is the best way 0 implement the
algorithm. The current implementation at GSOC is in
FORTRAN. This can be seen as a natural choice given
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the mathemaucal nature of many of the calcuiatons
mvoived. On the hand. combinatonal problems of this
nature are well handled by declaratve languages such as
Prolog®. With this in mind, a smdy was made (0 see how
this could best be done with Prolog or a similar language.
There are examples in the literature of the applicauon of
such languages 1o Dynamic Programming probiems®,
albeit in the language Datalog.

Declarative versus Procedural

The ‘'normal’ programming languages FORTRAN,
Pascal, C, Lisp etc. are procedural in nature. They are
concerned with how a problem is 10 be soilved. Progress
in programming languages means moving away from the
procedural and towards the declarative aspects of
programming,. thus forcing the system 1o worry about the
procedural details. Procedural languages ask how the
output is 1o be obtained and how the relanons are actuaily
programmed. Declarauve languages. on the other hand.
are concemed with the relations defined by the program
and what will be the output of the program. They enable
programs 0 be more easily formuiated and
understandable. Deciaranve language sysiems work out
many of the procedural detauls themseives, leaving the
programmer free (o consider the declarative meaning of a
program. Prolog helps in this respect but only partly: it is
possible (0 wriie programs which are procedurally wrong.
In additon, the declaranve approach is not always
sufficient and the procedural aspects of programming
cannot always be ignored. The procedural aspect is
parucularly important for efficiency. Proiog and reiated
languages have the advantage that they allow the
programmer the freedom (0 use both approaches. One
major problem of declarative languages is that programs
declarauvely can be comrect but either not work or be
useless or inefficient in pracuce. Examples of this are
trivial equivalences or left recursion.

Logic- and Constrained Logic- Programming

Prolog, as a logic programming language, is very weil
suited to solving general problems of a non-numencal
nature. However, it was never intended as a general
programming language and is certainly not suited to the
soluton of numerical probiems. Recent advances’ in
logic programming, involving constraint logic
programming (CLP) languages are, however, much more
interesting from the application programmer's point of
view. A particular instance of a CLP programming
language, CLP(R), was chosen for this investigation
since a readily available public domain compiler couid be
used®®, Many examples of the application of CLP(R) 0
mathematical problems can be found in the literature. In
these languages, the process of vanable unification is
replaced by constraint solving. In the case of CLP(R) this
is in the domain of uninterpreted funciors over real
anthmetic. As opposed 10 Prolog, vanables in CLP
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behave like mathemaucal vanables. A CLP(R) program
is a collecuon of ruies similar 10 a Prolog program but
differs in that rules can contain constrainis (both equality
and wnequality) and the defimion of terms 15 more
general. Among other useful features, this leads 10
invertibility of clauses. This means that, for example, a
clause which implements the calculation of a formula
based on an input value can aiso deliver the input vaiue if
the result is given instead.

CLP(R) Applied to the ROSAT Scheduling Problem

The ROSAT problem was programmed in CLP(R) and
tested on data from pointing phase 10 (June to December,
1992) of the ROSAT mission. The test program consisted
of only 180 lines of CLP(R) code. The data sets used
were as follows:

1. on 30.8.92 at 22:09 for 12.4 hours (13 slots)

2. on 31.8.92 at 22:52 for 23.6 hours (27 slots)
The tests were aimed at investigating the effect on run
time and efficiency of increasing the number of requests
w0 be scheduled from 4 up to 32 in steps of 4. The resuits
are presented in Tables | and 2. The efficiency is
measured as the percentage of the tme in siots which
was used for observauon. As can be seen from the table,
the process is very efficient from the start and rapidly
reaches the point of diminishing retumns of ~%0 %
efficiency with 12 10 16 requests. Assuming the use of a
stack size of 16 slots then the approximate run time 0
generale an LTL for 6 months (~5000 siots) would be
around 6.5 hours. On the other hand, good results with
an efficiency of ~70% couid be obtained with fast run
times of less than | hour. The increasing run times show
that the effort increases as N as predicted by theory.

Table 1: Resuits of the CLP(R) Scheduling Program

and Dataset 1.
No. of Run Time | Efficiency
Requests per Slot

4 0.3s 69%
8 1.3s 74%
12 2.5 86%
16 4.6s 38%
20 728 '
24 10.4s "
28 15.3s s
32 20.5s u

The CLP(R) system (version 1.02) was installed on 2
PC 486 (25 MHz, 8Mb memory) running the Linux
operaung sysiem and the GNU C compiler.



Table 2: Resuits of the CLP(R) Scheduling Program
and Dataset 2 (Run Times as in Table 1

No. of Requests Efficiency
- 69%
8 2%
12 91%
16 91%
20 .
24 2
8 -
32 £

Summary and Conclusions

The Dynamic Programming, slot-based. limited stack
size solution of the ROSAT scheduling problem is easily
implemented and produces very good results.

The price of the high efficiencies is, however. the long
run times for producing the solutions. The tests indicate.
on the other hand that very good run times (~1 hour for a
6 months optimised timeline) can easily be achieved with
an efficiency of around 70%.

CLP(R) allows very compact programs (0 be written. It
is a language worthy of further investigauon, especially
in the area of mathematical and scienufic programming.

Several problems were encountered with the CLP(R)
system including file system corruption if virual memory
is exhausted and lack of a garbage collecuon feature.
This indicates that there is still some development work
to be done before the system matures.
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Abstract

The ESA software engineering standards ESA PSS-
05-0 define a software life cycle comprising a number
of phases. Specifically for development, it consists of
the user requirements, Ssoftware requirements,
architectural design, detailed design and transier
phases. These standard are influenced by the
functional decomposition and predominantly waterfail
lifecycle approaches used in most of ESA’s software
developments up to the publication of Issue 2 of ESA
PSS-05-0 in 1991. At ESOC a number of object -
onented developments have recently taken piace oc
are in progress. The ESA software engineering
standards are applicable 10 all ESA software
development so the question arises how does the
object-oriented method fit with ESA PSS-05-07 We
discuss this question in the light of several quite
different object-onented developments: (1} the
PASTEL Communications Moaitor (2) the PASTEL
Mission Planning System and (3) SCOS II, ESA's
new infrastructure for spacecraft control. These
projects are rather different in Size and environment
and so we consider that they represent a broad cross-
section of the problems encountered in appiving
existing software engineering standards (o object-
oriented developments. The impact on the software
life cycle, on the management of software projects
and on the various management plans is also
discussed. Areas of possible modificanions to the
Standards are outlined.

Key words: Software Engineering, Object-Oriented,
Life Cycle

Introduction

The ESA software engineering standards ESA PSS-
05-0' define a software life cycle comprising a
number of phases. Specifically for development, it
consists of the user requirements, software
requirements, architectural design, detailed design
and transfer phases. These standard are influenced by
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the functional decomposition and predominantly
waterfall lifecycle approaches used in most of ESA’'s
software developments up to the publication of Issue
2 of ESA PSS-05-0 in 1991. The standards detail the
products of the phases, including expected documents
for each phase. [ssue 2 also described other life cycle
approaches or process models such as incremental
delivery and evolutionary development approaches.

At ESOC a number of object-onented developments
have recently taken place or are in progress. The
ESA software engineening standards are applicable to
all ESA software deveiopment 50 the question arises
how does the object-oriented method fit with ESA
PSS-05-07 We discuss this question in the light of
several quite different object-oriented developments:
(1) the PASTEL Communications Monitor (2) the
PASTEL Mission Planning System and (3) SCOS II,
ESA's new infrastructure for spacecraft control.

These projects are rather different in size and
environment and so we consider that they represent
a broad cross-section of the probiems encountered in
appiying existing software engineening standards to
object-onented developments. They are also at
different stages of development: (1) has already been
delivered, (2) will be delivered mid-94 and (3) will
be delivered in stages from early-94 t0 end 95.

For each of these projects we recall first the
development objective, drivers and constraints, then
we describe the process model followed, and thirdly
we present our results and findings. The paper
concludes with a summary of the three experiences
and an outline of possible areas of modifications for
the ESA PSS-05-0 Standards.

PASTEL and the SILEX experiment

PASTEL is an optical terminal which will be
carried as a passenger on-board the SPOT-4 satellite
controlled by CNES. A counterpart terminal,
OPALE, will be mounted on the ARTEMIS satellite
controlled by ESA. PASTEL and OPALE form the



SILEX (Semiconductor Inter-Sateilite Link
Experiment) mission which will be used to downlink
high rate data generated by SPOT's optical camera,
using ARTEMIS as a data relay.

The PASTEL terminal will be operated by ESA
from the PASTEL Mission Control System (MCS)
located in the ESA Redu swtion. Control and
monitoring information will transit through the
SPOT-4 Control Centre, the Centre de Mise et
maintien & Poste (CMP) at Toulouse, in a cross-
support scenario. The planning of the SILEX
experiment is under the responsibility of the PASTEL
MCS, which will coordinate with the SPOT-4 CMP
and the ARTEMIS MCS.

The PASTEL MCS comprises three pnncipai
subsystems, (1) a Control and Monitoring System ,
(2) a Mission Planning System, and (3) a
Communications Monitor. The developmenis of (2)
and (3) are performed according to ESA PSS-05-0
Standards and follow an object-oriented approach.
(CM)

PASTEL Communications Monitor

development
Development objectives, drivers and constrainis

The PASTEL CM provides services for file transfer
to the external Control Centres (those of SPOT-4 and
ARTEMIS). These services include transierming files,
which conform to file naming and formatung rules,
acknowledging files reception, providing an user
interface for monitoring, and handling of link drops
and other errors.

In order to provide the flexibility and potential for
re-use/upgrade necessary for future use for the
PASTEL CM, an object-oriented approach was
adopted for the specification phase. This approach
was also compatible with the targeted programming
language C + + including its object-oriented facilities.

Because the time available for performing
acceptance tests with CNES was expected to be short
and no preliminary access to CNES facilities was
foreseen, it was imporiant to ensure thar a highiy
reliable system was produced in view of acceptance
testing.

Life cycle

Although the life cycle followed appeared in terms
of document production to be a standard waterfail life
cycle because of the sequential phasing (UR, SR,
AD, DD), in practice an iterative development
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scheme was instailed in parallel through a prototyping
exercise.

It was acknowledged from the beginning that
prototyping was a very useful complementary to the
specified PSS-05-0 anaiysis and design work and that
it should aim not only to reduce risks by the
validation at an early stage of critical parts but also
10 support an iterative build up of the system.
Therefore some building blocks of the system, such
as the user interface and the file transfer using the
RPC (i.e. FTP) where worked on at an early stage
and expanded duning the course of the development.

The software life cycle documents were modified to
accommodate the object oriented approach we
adopted, which was the development methodology
proposed by L.R. Hodge er al. This approach
identifies three types of analysis, namely (i) the
requirements anaiysis, which aim is 1o define the
purpose, scope, and functionality of the system, (ii)
the information analysis, which aim is to model the
entities in the probiem domain and their inter-
relationships, and (iii) the event analysis, which aim
is to model the dynamic behaviour of the system.

The PSS-05-0 links the requirements analysis to the
construction of a logical model derived by top-down
functional decomposition. The essence of the object-
oriented approach, on the other hand, is that the
allocation of functions should follow the object model
derived during the course of information analysis.

Therefore, the Software Requirements Document
(SRD) structure was revised (0 comprise (a) the
System Model, which resulted from (ii) and was
presented in the form of an Object Relationship
Diagram (see ref.”), (b) the Software Requirements as
specified in ESA PSS-05-0, and (c) Description of
each object identified in (a), providing a cross-
reference (o the Software Requirements (b).

The Architectural Design Document (ADD)
structure was also revised to accommodate the object-
oriented approach. The objects described in part (c)
of the SRD were carmied forward and detailed as
appropriate. Client Server Diagrams (see ref.”) were
incorporated to illustrate the interactions between
objects in a more dynamic view (showing messages
exchanged, cardinalities of relations, etc.) and the
allocation of objects 1o UNIX processes.

The Detailed Design Document (DDD) was
replaced by a Design Document, which is an
extension of the ADD to cover design issues such as
artribute, services or objects needed solely for design
purposes, and other information relevant to the DD



naming

phase (e.g. programming standard,
conventions, etc.).

The approach adopted for unit testing included the
integration testing: the unit test performed for any
object included real objects of the remainder of the
sysiem. The potential drawback being that changes 10
one object would lead to invalid unit tesis of other
objects that used it. However the expenence proved
it not to be a problem.

Resuits and findings

The PASTEL CM was developed within cost (195
man days) and successfully passed its acceptance
testing in January 1993 against the SPOT-4 CMP.
The total number of lines of code produced
(excluding test code) is 6477 (out of a total 12574
lines including comments and blanks),

On a small/medium scale development, such as the
PASTEL CM, it seems that the object-onented
approach can very well mapped on 1o a waterfall life
cycle as described in the ESA PSS-05-0. The
waterfall life cycle provides mulesiones, such as
reviews of SRD, ADD... which are most useful, if
not mandatory, rendez-vous between users and
producers. Moreover it does not preciude prototyping
activities 10 run in parallel, as supporting tasks, to the
analysis and design.

The object-oriented approach allows a clear
definition of interfaces at a very low level (object
level encapsulation) and promotes strong typing.
These two elements contribute 10 ensure that coding
errors are identified early at unit testing level.
Therefore it was little surprise that we encountered
very few problems at system and acceptance testing
(most of them actually were due 1o misformulated
software requirements). We have now high
expectations concerning the software robustness and
reliability.

On the cost side we have met the original estimate,
although this estimate was derived form past
experience with Iraditional development
methodologies. However we cannot draw a general
conclusion on cost from this single experience,
because only one engineer was involved.

From our experience with the PASTEL CM we see
that ESA PSS-05-0 provides a very good framework
in terms both of software development standard and
of management tool. However care is needed in
mapping the object-oriented process 1o interpret the
standard (specifically in documentation structure} to
avoid, e.g. forcing the object model into a functional
model.
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PASTEL Mission Planning System (MPS)
development

Development objectives, drivers and constraints

The PASTEL MPS main functions are:

(A) 1o allow the MPS operator to coordinate the
production of the Reservation Plan, (which
defines the periods in which PASTEL can
communicate with ARTEMIS, and the

periods where star tracking can be
performed by PASTEL),

(B) to produce an Operations Timeline,
containing all the details of the operations to
be scheduled from the PASTEL MCS, under
MPS operator control.

The object-onented approach was adopted for this
deveiopment in view of the potential re-use of it i
the frame of the ARTEMIS MCS development to
support the scheduling of OPALE and also because it
was consistent with the C+ + language which was
being used for the user interface.

It was also decided to follow a different object-
oriented development methodology, the Object
Modeiling approach from Rumbaugh er af in order
to take advantage of  tools supporting this
methodology. For the PASTEL CM we had just been
using drawing packages but no CASE 1ools.

Life Cycle

As for the PASTEL CM, a traditional waterfall
lifecycle is being followed, Since the PASTEL MPS
is primarily an user-driven system, a prototype of the
user interface was developed early in the SR phase to
support the production of the software requirements.
During the SR phase the logical model was
constructed using the object model from Rumbaugh.
However, because users had had some difficulty in
reading the Object Relationship Diagrams and Object
Descriptions for the PASTEL CM, it was decided not
1o integrate the logical model as such in the SRD.
Only a very high traditional data flow diagram (as
per DeMarco Structured Analysis Method’) was
provided in the SRD, followed by what looked like a
listing of requirements. These were in fact attributes
and services of the objects defined in the object
model listed in a sequence, which was structured
according to the object decomposition. This was very
well received by all reviewers.

The ADD expanded, where relevant, the three
models defined by Rumbaugh er al, i.e. (i) the object
model, which provides the static decomposition of the



system in classes (in a very similar way to the system
model of L.R. Hodge ez a/), (ii) the dynamic model,
which is a collection of small modeis, each one of
which models the dynamic behaviour of some part of
the system, and (iii) the functional modei, which
should only be used 1o model the processing required,
e.g. to calculate the vaiue of an artribute (pseudo-
code was actually used for (iii)).

As for the PASTEL CM the DDD will be repiaced
by a Design Document, and the unirt rests will aiso
support the integration tests.

Results and findings

As the DD phase is currently on-going, it is 100
early to draw conclusions over the full lifecycle.
Nevertheless we can observe that so far no significant
deviation form the planned schedule and cost. The
overall effort for the PASTEL MPS is in the area of
50 man-moaths, which is roughly 5 times more than
for the PASTEL CM.

The waterfall life cycle has not been a major
problem to follow but has provided a useful basis,
particularly in terms of reviews and management
related documents (such as Software Project
Management Plan (SPMP), Software Quality
Assurance Plan (SQAP), Software Coafiguration
Management Plan (SCMP), etc.).

As for the PASTEL CM, it has been decided to
alter the lavout of design and test documentation in
order to reflect the object-oriented approach. The
core of the modifications concerned the adoption of
a Design Document, which is an update of the ADD
and replaces the DDD, and the issue of an Unit Test
Plan, which includes also integration tests, and does
not change fundamentally the contents of the
documents which are described in ESA PSS-05-0.

SCosII
Development objectives, drivers and constraints

The SCOSII project is somewhat different in nature
to the preceding examples. Instead of producing a
complete software sysiem the major objective is to
produce a collection of components from which
future Mission Control systems can be constructed. It
is assumed that, during this coastruction process, the
mission specific teams will need to customise the
behaviour of the stock components 10 maich special
needs of the mission in question. Of course, in order
to provide a basis for the mission teams, SCOSII will
also provide a standardised "system" employing stock
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components but this should be viewed as a secondary
objective.

Given this emphasis on the "flexible component”
nature of SCOSII it was decided, almost inevitably,
to implement SCOSII as a C+ + class library.
Customisation of the components will be done by
inhentance (specialisation) of an appropriate base
class with polymorphic collections being used within
the system (o ensure that these specialised (for a
mission) components can be used at any place the
original SCOSII component would be used.

A further important objective of the SCOSII project
was [0 reduce (0 & minimum the lead time for the
production of software systems; this applies both to
SCOSII itself and to control systems constructed from
the components. In the past the lead time required for
implementation of software according to a waterfall
lifecycle has lead to a demand for mission specific
information at a stage of mission preparations at
which the information was not available.
Alternatively stated - it was almost taking longer to
prepare the conirol system for a mission than it was
1o prepare the hardware and flight software for the
mussion itself!

Life Cycle

As mentioned earlier it was essential to allow for a
more or less continuous evolution of the User
Requirements. There were two major reasons for
this:

- the scope and complexity of systems built
from the SCOSII components will far exceed
that of previous ESA control systems. This
means that the underlying Operations
Concept  will almost certainly require
modification in the light of operational
experience gained with these systems.

- the continuous process of customisation of
the stock components for support of
missions will require the feedback of many
of the customusations into the standard
components.

Additionally, management and schedule
considerations required availability of preliminary
systems as soon as possible (before user requirements
were completed) in order to provide visibility that the
project was progressing towards its eventual goal.

The availability of a comprehensive body of
experience (in the form of existing control systems)
provided a convenient escape from this conflict



between evolution and early visibility. The SCOSII
system is being developed in two major versions:

the "Basic System" which contains oaly
facilities equivalent in nature 10 those
provided by existing systems (and therefore
with relatively stable User Requirements)

the "Advanced System” which contains any
facilities which go beyond those of existing
systems.

Each of these systems will of course contain a
number of intermediate deliveries, in particular the
Advanced System where the earlv feedback from the
initial deliveries will certainly influence the contents
of the later ones,

Results and findings

The URD has been written with both the Basic and
Advanced systems in mind, as has the SRD. It is
intended to add annotation to both of these documents
indicating with requirements will be satisfied by
which version of the system. This provides an
appropnriate level of traceability between the vanous
system versions and the user level documentation
while ensuring that the final documeniation set is
consistent between the various versions of the system.

Considerable difficulties were encountered early in
the project when it was necessary to define the
contents of the various PSS-05 lifecycie documents in
terms of the methodology adopted. These difficulties
were in part due to the infrastructure nature of the
software but largely arose from the use of an object
oriented approach. It was eventually decide 1o
maintain the partitioning proposed in Coad, Yourdon®
as the basis for the split between the various
documents:

Problem Domain Component:
"Software Requirements Document”
Data Management Component:  "Architectural
Design Document”

Task Management Component:  “Architectural
Design Document”

Human Interface Component:
“User Requirements Document” & Prototyping
Activities

In other words, the logical model was resiricted 1o
modelling the problem domain and the physical
model was used to address issues related to the
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implementation of the system, in particular those
related to the distributed nature of the system.

The management of the human resources also
proved problematic. It was difficult to clearly define
sufficiently clear workpackages in the face of the
evolution of requirements and the need to provide
early visibility through preliminary deliveries. The
concept of an "Statement of Work" was introduced as
the definition of a piece of work allocated to an
individual and reported on to the project management
hierarchy. [n a project of the size of SCOSII (400-
500 man-months) it is expected that several hundred
such Statemems of Work will be produced and
completed; this level of detail was judged 10 be
inappropriate for the Software Project Management
Plan,

The SCOSII project is not yet complete. It is

already clear that a number of the issues involved in
the planning and execution of an object-oriented
project of this magnitude were not ideally covered
and require some further modification and extension
to the ESA Software Engineering Standards. The
SCOSII project team is in the process of updarting its
nternal standards document 1o reflect the experience
gained and intends to submit this to the ESA
standards authorities in the next few months so that
it may be considered for inclusion in the next issue of
the ESA standards.

Discussion

The first two projects, (1) the PASTEL CM and (2)
the PASTEL MPS, are of relatively limited size and
duration. (3) SCOSII is in comparison larger by a
scale factor of 10 to 50. Whilst it was possible to
capture the user requirements for (1) and (2) in one
pass, and consequently to start the development on a
relatively stable baseiine, this was not the case for (3)
in which incremental provision of user requirements
had to be foreseen. We discuss how these aspects,
i.e. project size, user requirements availability and
object-oriented approach, relate to two major topics
of the ESA PSS-05-0 : the life cycle and the logical
model.

Life cycle

The ESA PSS-05-0 software life cycle model
comprises six basis phases, namely the User
Requirements (UR) Phase, the Software
Requirements (SR) Phase, the Architectural Design
(AD) Phase, the Detailed Design (DD) Phase, the
Transfer (TR) Phase and the Operations and
Maintenance (OM) Phase. Quoting the Standards, "A



“life cycle approach is a combination of the basic
phases of the life cycle model”. The Standard
mentions three life cycle approaches: (1) the waterfall
approach, which is the simplest approach whereby
phases are executed sequentially, (m) the incremental
delivery approach, which is a variant of the waterfail,
where the DD, TR and OM are split into a number
of more manageable units after the compiete
architectural design has been defined, (n} the
evolutionary approach, which is characterized by the
planned development of multiple releases where each
release incorporates the experience of earlier ones.

The life cycle (1) and (m) are based on the
assumption that all users requirements are available
at the start of the analysis. The life cycle (n) assumes
this is not the case, rather that the user requirements
will be produced by increments in an iteration cycle
where the user refines his requirement from the
knowledge he gains from using the delivery
corresponding 1o the output of the previous iteration.

However, there is an alternative 10 (n), which is not
considered in PSS-05-0 and avoids the long loop
implied by life cycle (n). This alternative allows the
User Requirements Document (URD) 1o be produced
in increments provided that the first increment defines
a meaningful subset of the system whilst leaving open
the details of the other parts (or even of details of
some parts of the subset) 1o be filled in later
increments.

We call this allernative the incremental
requirements approach. It is charactenised by
incremental deliveries of user requirements which are
maiched by as many deliveries of the software. The
major difference with the incremental delivery
approach is that the development of increment [n+ 1]
may have to start before increment [n] is delivered.
Although there should be no constraint on the
frequency of increments, it would be preferable that
the schedule for URD increments and corresponding
system deliveries is agreed to with the users before
the start of the project.

This incremental requirements approach may also
be beneficial in the relatively common situation where
the requirements for a number of areas cannot be
defined at project start depending on some external
constraints. This happens quite frequemily in
development of ground systems for space operations,
in which parallel space segment development means
that users lack on-board design knowledge needed for
the user requirements definition.

The incremental requirements approach can result
in phase overlapping. Assuming that for each
increment the duration of phases are roughly

232

constant, and that increments follow each other by the
average duration of phases, one can quickly
encounter a situation where phase DD of increment
[n] overiaps with phase AD of increment [n+ 1] and
phase SR of increment [n+2]. And related to this
approach is the provision of ESA PSS-05-0 required
plan documents. Since 17 such documents are
required, the provision of them for each increment
would seem (o be ruled out. An approach based on
one set of the complete suile combined with updates
required would seem to be the practical way. It is
however acknowledged that this set is probably
insufficient 1o guaraniee a good control of the project
both at technical and managerial levels. At technical
level it is quite obvious that we need 1o define how to
relate two or more increments of documents such as
SRD, ADD, DDD (e.g. to handle traceability) but
also that we need 1o define a Software Validation and
Venficauon (SVV) policy.
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< The incremental requirements approach life
cycle >

One further question is: how do these increments
relate to (the iterations and increments of) the object-
oriented approach? The object-oriented approach is
often associated with the concepts of prototyping,
iteranons and incremental development of a system.
That is the idea of "design a bit. impiement a bit, test
a bit". We believe this 10 be largely due to the
exceptional facilities available within the development
environment of SMALLTALK, the “father” of
object-onented languages. [is first successors, which
were LISP-based (ART, KEE, LOOPS, ec.)
contributed to enforce this image of easy evolution
from a prototype into an operational system. Wether
or not it is appropriate to “institutionalise® this
experience intlo a methodology is still o be
elucidated. But first the difference between iteration
and increment has to be clanfied.

An iteration is the repetition of sequences of
development steps (design-code-test is the common
example). The increment usually means development
deliverable, i.e. the software product. On the other
hand an increment implies additional functions, Again
this can apply to one or a sequence of development



steps, e.g. in the (ncrementai delivery approach it
applies to the DD phase only, whereas it would apply
to the UR-SR-AD-DD if user requirements are
provided incrementally. This may result from some
additional user requirements being considered at
analysis level, as in the incremental requirements
approach described above. [terations and increments
are therefore related but distinct, an increment is
usually the result of the last iteration on an analysis
or design baseline (i.e. a set of user requirements or
a set of functions to be implemented), but there is not
necessarily one increment per iteration. And the
object-oriented increment is not different from the
increment mentioned above.

The object-oriented approach promotes to a large
extent the iterative process, which is sometimes
referred 1o as the object-oriented life cycle in the
object-oriented literature. This is found 10 be
somewhat misleading in the context of ESA PSS-05-0
in which the object-onented paradigm would be seen
as a method and not as a life cycle corresponding to
some or several process model. Furthermore, as the
object-oriented approach has proved to be successiul
with various life cycles (see above case siudies),
there seems (o be no good reason for it 10 be
allocated to a new type of life cycle. An explanation
for this apparent 'contradiction’ might be that the
term object-oriented life cycle is frequently (and in
our view wrongly) as a synonym for abject-oriented
design.

In the context of larger projects (in this case
SCOSI it is difficult 1o conceive of applying an
iterative or incremental lifecycle without the
flexibility offered by an object orented approach.
While it is true that an object-oriented approach can
be used in a more traditional lifecycle (waterfall for
example) we believe that if there is a need for one of
the more flexible life cycles, in particular the
incremental requirements approach described above,
there is little alternative to the adoption of an object
oriented view as the clear compartmentalisation of the
knowledge and localisation of changes resuiting from
requirements evolution is unequalled by any other
approach.

Logical model

ESA PSS-05-0 distinguishes two analysis phases,
the ‘problem definition phase’ performed by the users
during the User Requirements (UR) Phase, and the
‘problem analysis phase’ performed by the
deveiopment team during the Software Requirements
(SR) Phase, and one design phase, the Architectural
Design (AD) Phase. Once the probiem is defined, the
main analysis activity is to produce the logical model.
The logical model is an implementation-independent
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model of what is needed by the user and it is used to
produce the software requirements. In the design
phase the deveioper constructs a physical model
which is denved from the logical model and describes
the design of the software using implementation
terms.

Similarly with the object-oriented approach it is
possibie to distinguish an object-onented analysis and
an object-oriented design. For example in Rumbaugh
¢t al’ a mapping between the analysis modeis
concepts and the (ogical model can easily be made,
and the steps of consiructing the paysical model are
very clearly described. It is worthwhile noting that
actually ref.’ describe object-oriented design as being
an iterative process, giving the view that iteration is
bounded to Design and does not encompass analysis.

Therefore it seems that the concepts of logical
mode/ (and physical model) can very weil
accommodate the object-oriented approach. However
the Standard would need to reference some of the
most widely spread methodologies for analysis and
design.

In a project which follows the Coad/Yourdon
approach there is a clear correlation between the
logical model and the "Problem Domain”; similarly
the Data and Task Management Components can be
clearly matched 1o the Architectural Design
Document.

Conclusions

A survey of the utilisation of object-onented
approach in the framework of the ESA Software
Engineering Standards for a number of ESA
spacecraft mission control system projects has been
presented.

From the survey and from the discussion which
follows, there is evidence that the Standard needs a
number of updates and clanfications. However it is
10 be noted that ar this stage no major changes are
foreseen. Updates needed are:

- Confirmation of the object-oriented analysis
and design as valid methods. This may have
some impact in standard documents layout
and some clarification on the documents
naming in relation 1o that used in the object-
oriented will be needed.

- Addition of another life cycle ("incremental
requirements approach”).

Development of the notion of iteration.



These points are being worked upon currently
within ESOC in the frame of local standards for
SCOSII and other projects. These will be inputs to
the ESA Board for Software Siandardisation and
Control (BSSC), who will be preparing Issue 3 of
PSS-05-0 in 1994,

Although outside the scope of this paper there is
further work required to ensure that the flexibility
available 1o users of an object oriented approach can
be safely planned, monitored, controlled and
assessed. This will require changes o the
management documents and procedures prescribed in
the PSS-05 standards.
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Abstract

ESA is currently in the midst of developing a state-of-
the-art system for flight dynamics operations. The Orbit
and Attimde Operanons System (ORATOS) is due 1o be
fully operational in the mid 1990's. ORATOS brings
together over 25 years of flight dynamics expertise with
the best of today's distributed computer hardware.
ORATOS is split into three layers. one of which is the
support layer. The support layer software consists of a
suite of applications, libraries and utilities written both in-
house and by third parties. A oumber of the sofrware
packages which have been written in-house are detailed
here. One of the applications which is detailed is a generic
telemewry processor, this gives a good example of how
different aspects of the ORATOS support layer are used
together.

Introduction

ORATOS is ESOC's future orbit and attitude
operations system. It is being developed by, and will be
used by the Orbit and Attitude Division (OAD) within the
European Space Operations Centre (ESOC).

The concept of providing a dedicated environment for
flight dynamics operations has a long history in ESOC,
ESA'’s operations centre, the first of these appearing in the
early seventies.

The relatively recent decision o0 move from
mainframes to distributed networks of UNIX workstations
has required the development of a new operations system.
which can take maximum advantage of this new
environment as well as taking account of the existing base
of flight dynamics software. The synthesis of these
requirements is ORATOS.

ORATOS consists of three layers. the operating system
layer, the support layer and the applications layer.

The operating system layer is provided exclusively by
third party software. It constitutes Sun’s implementation of
the UNIX operating system and the necessary software to
enable the operation of a distributed hardware syswem. The
applications layer is provided by the flight dynamics
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experts within OAD. These applications are generally
written in Forwan. The support layer lies between the
Operating system layer and the applicatons layer. It
pmvidasallin:e:fmbemchcopaaﬁngsymlay&
and the applications layer.

This paper details various aspects of the ORATOS
support layer which have been developed by a team of
engineers from Science Systems (Space) Lid. Amongst
these are examples of ulites. libraries and applications.
which are all described independently.

To give a feel for how thus software all works together,
one of the higher level support applications, the Generic
Telemetry Processor (GTP), will also be described.

Overview of ORATOS Sapport Layer

The ORATOS support layer consists of a wealth of
mppatfatt:appﬁaﬂmshyu.mmsherlevdmppm
layer appiicanians also tend to depend on many of the other
suppart  applications, libranies and utlities available.
Within ORATOS, umlities are considered to be
applications that work in conjunction with a driving
applicanion. Libraries and appiications are defined in the
traditional sense of being linkable code modules and stand-
alooe executables respectvely.

Where possible. support layer saftware has been either
bought off the sheif or obtained from the public domain.
thnd:emquﬁunentsfcrsdtwmcmothemﬁadby
these methods, it has been developed in-house.

Some examples of third party software used is a
networked relanonal database from Oracle Corporation. a
Wavefront Technologies and a graphical user interface
C++ class library from ParcPlace Systems.

Descriptions of some of the software and concepes
developed in-house now follow.

Data Storage and Retrieval (DSR)
DSR provides the functionality of a simple database



without the processing overhead of a reladonal database
system. DSR consists of a programmatic interface, callable
from C and Fortran, a number of support applications, and
on-line manual pages.

DSR is essendal for applications which produce data
for display in either near real time e.g. for monitoring, or in
a "batch™ mode e.g. for plotting a graph. This is because
DSR is the primary data interface for the dawa display
module (DDM).

The DSR system manages data in tables. The tabies can
be pictured as a marrix that has a pumber of rows and
columns. At the intersection of each row and column lies a
data value.

Rows represent one set of values within a table. Each
row has associated with it a unique key value. A DSR table
has an optional fixed upper bound on the number of rows
that can be stored in it This value is defined by the
programmer when the table is created. If a row is stored in
a table that is full, then the row with the lowest key value is
overwritien.

A column represenis a particular set of values thar
recur in each row of the table. Columns are referenced by
name - a name defined by the programmer when the table
is first created. A column may contain data of one type
only. Again the type is defined by the programmer when
the table is first created. One column in every table must be
designated the key of that table. This column is used to
reference rows in the table.

mﬁs INTEGER DOUBLE DOUBLE DOUBLE

TIME SPIN NO OMEGAx OMEGAy OMEGAz
14652.10 35 0.12857 -0.98798 3.19828
14652.20 49 0.12857 -0.98757 3.19873
14652.30 63 0.12887 <0.98708 3.19809
14652.40 7 0.12834 0.98720 3.19853

Figure 1: An Example DSR Table

REACH

REACH (remote extended access to circular history
files) is used to access telemewry files that reside onm
plaforms other than SUN workstations. It empioys a
client-server design, where the server resides on the
remote platform, and provides remote access to circuiar
history files from Sun based ORATOS applicaricns.
Current implementations of the REACH server have been
developed for Vax and Gould computers.

Data Display Module

The ORATOS Data Display Module (DDM) enables
the display of data within charts and tables. The user can
specify the layour of chars, tables, legends and titles
within a graphics window. He can then specify which
columns of data need be plotted against which, what type
of axes 1o dispiay and other such details. Having done this
data can be displayed either statically from an existing
DSR idle to analyse resuits, or dynamically in pear real
Qme 0 momior data as soon as it becomes available
(agan, the data is obtamed from a DSR file). Having
specified a parucuiar layout for a given set of data, this
layout can be saved as an ORATOS definition file (the
formar of which is detailed later in this paper) for reuse at a
later date.

r..
o, _._. N e "

Figure 2: DDM PostScript Output Showing the Results
from a GTP Impiementation

Communications Package

The ORATOS communications package provides a
range of inter-process communications. These
communications may be local to a single machine, or
across a nerwork. Communicanons may be synchronous or
nymh:maus.:\cammm.icmngmmysemppu&m
0 point communications with another process. or
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alternatively broadcast a message which can be picked up
by any number of processes. A series of filters can be
applied to a broadcast message so that it is directed w0 a
specific subset of processes. Programmatc interfaces are
provided to the communications package both as a C++
class library and a set of oScript operators (oScript is
detailed later in this paper).

Definition Files

There are many occasions on which it is necessary to
save a relatively small amount of data to file so thar it can
be retrieved at some ume in the future. The data involved
is often used to configure or define iems such as
applications or panels used in the graphical user interface.

The formart used within definition files needs w sausty
a number of requirements, it has to be easily readable both
by eye and machine, and it has 10 be texible, so that the
format used for a specific applicaton can be altered
without having (0 make any unnecessary changes o the
software used to read and write the files.

The Definition File Format

An ORATOS definition file consists of a number of
key-value pairs. Values can take one of five types. integer.
real, boolean. string or block. Key-value pairs are
separated by white space (ooe or more occurrences of
tab,newline or space characiers).

Comments can be placed in a definition file by adding a
“4" character. The comment consists of everything
between the “4"” and the pext newline. Comments are
treated as white space.
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Figure 3; Extracts from a GTP Definition File

The definition file in the figure above gives exampies
of string, biock and integer types. The file is laid out for
easy readability by eye, with different leveis of indentation
being used for each new block level (a block is anything
within “<" and “>"),

In general. strings are eaclosed within start ( *) and end
(") quotes. However, if a value is not recognised as being
any other type, it is taken to be a string.

Integers are composed of an opaonal sign followed by
one or more decimal digits.

A real consists of an optional sign followed by one or



more decimal digits with an embedded period. a mailing

exponent, or both.
Eg
12.9
~14.7a3
45.0E-4

Alternatively, a real may be represenied as a
hexadecimal code.

Eag

x-4029coccopoceoced # 13 egquivalsas to 12.7

This format could not be described as human readable.
but it is a precise representanon of a double precision real
This is the format in which in which reals are ourput to
definition files by ORATOS support layer software (1o aid
readability, the more legible format is output alongside as a
comment).

A boolean is either TRUE or FALSE .

Definition File Identification

The very first item in all ORATOS definition files is an
integer key-value pair. The key uniquely idenafies the type
of defininon file which follows. whilst the integer
represents the version of the specific definiion format
being used.

Eg.

telemerry processoxr

This identifies the file as a GTP definition file. The
GTP application can check for this keyword when loading
in GTP files, and abort the ioad if it does not exist.
Software

The ORATOS definition file format is supported by a
library of C++ classes which provide straight-forward save
and restore facilities.

Additionally, the ORATOS mterpreter, oScript,
provides two levels of access to definition file. Firsdy, a
dumb conversion of definiton file key-value pairs to
oScnpt dictionary key-value pairs. Secondly, the C++
classes mennioned above are also available as oScript
objects and operators, providing a more manageable
mterface.

An application using defininon files will expect to find
specific key-value pairs within a given file. The applicanon
will interface with the restore software by asking for the
occurrence of a specific keyword within a given block. If it
exists, the value of the key can be obtained. It is up to the
applicanon to decide if the absence of an expected
keyword indicates an error or merely the use of a default
value. Similarly, it is possible to give a list of expected
keywords, and raise an error if keywords not in this list are
encountered.

As an application develops the informarion required in
a definition file tends to change. Generally this means the
addition of new key-value pairs, sometimes the removal of
key-value pairs and on very rare occasions, changing the

type of a key-value pair. If the application software always
uses a default for a key-value pair which was not found in
a defininon file, defininon files created by the old version
of the applicaton can be read in by the new version with
no additonal changes o the applicanon software required
when pew key-value pairs are added. Removal of key-
value pairs presents no problem if the exisience of
unrequired key-value pairs 1§ not checked for. Changing
the type of a key-value pair would mean needing (o change
the version of the definition fle. and reading the key-value
pair differently depending on the version number of the
definition file beng read. So far it has never been
necessary (o change the type of a key-value pair in the
ORATOS support layer.
Inter-process Communications

This section has dealt with the saving and restoring of
data 1o and from file. The same data can also be saved and
restored to and from strings. These suings can easily be
passed between different applicadons on different
machines using the ORATOS communicanons package.

oScript - the ORATOS Interpreter

The ORATOS mterpreter mives access to ORATOS
applications at the cemmand line level. The interpreter is
known as oScript and is based upon the PostScript
language. PostScnpt is geperally thought of as a page
description language. but i1s equally applicable as a
general-purpose programming language.

Text typed in at the command line is transiated to
operators which are mapped to individual routnes within
the applicaton. These operators can accept parameters,
which are also ryped in at the keyboard. Additonally,
fearres are avaiable which enabling looping, conditional
control fow and the on-line creanon of procedures. The
interpreter can accept input from a fle as well as the
command line.

Using oScript

Any Cs4+ class within ORATOS can be made
tnterpretable, allowing the class 10 be manipulated at the
command line. The example below shows a umer being
used in the nierpreter,

/msg £ (heilc) print £ lush } def
/timer /msg 20 createTimer def
timerlactivate;

Figure 4: oScnpt Example |

The first line of the example is pure oScript - it creates
a procedure called msg which prints the string “hello™ to
standard out. The second line creates an instance of the
tumer class. The createTimer operator takes two
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parameters: the oScript procedure to call every tme the
timer interval is up, and the tmer intervai expressed in
tenths of a second. The third line starts the tmer running.
The resuit of typing these three lines of oScnpt is to print
the message “hello” o standard out once every wo
seconds.

In this way it is possible to combine many differeat
classes at the command line to build up sequences of any
complexity. The next example combines a UNIX and a

phxcsmuerfamwsuhe:mthth:umc:

' fwind.ow l:psuind pdt} zoatoze daf
g

LR s
. window: dat:u‘rmtut.Strmq

i :}'dat
/timer /msg 20 crea\:e’rmr def.'
ti.mrla.ctiva.:a,

Figure 5: oScript Example 2

The first line of this example creates a graphics
window by restoring its definition from a given file. The
definition of the msg procedure is sull there. but it has
been expanded. The first line of msg calls unixCma,
which interfaces to UNIX, with a string specifying a UNIX
command to be executed. The second line of msg takes the
result of unixCmd and displays it in a text field of the
window. As previously, this procedure is called every two
seconds, resulting in the dawe and time being continuaily
updated in a window displayed on the screen, as shown

Figure 6: Output from oScript Example 2
Because the ORATOS communications package is also
interpretable, it is possible to combine functionality like
that shown above not only within one applicadon. by
between many. This is the way in which the Panel Server
works.

Panel Server

The ORATOS Panel Server provides graphical user
interfaces for applicatons which have none. This is
enabled by the non-graphical applicaton communicating
with a graphical panel server via oScript by means of a
programmatic interface.

The Panel Server Application

The panel server application consists of a basic oScript
interpreter suppiemented by oScript operators which
provide a graphical user interface and inter-process

The panel server processes requests made by client
applications. These requests take three basic forms. Firsdy,
to load specific panels from a given definiton file and 1
display them on the screen (and hide them when
necessary). Secondly, to load application specific data into
these panel’s uems. Thirdly, to read data from panel items
into the client applications.

Once papels are available on the screen, users can
interact with them. These interactions generate events
which are received by the panel server. In tumn, the panel
builder can inform client applications that these events
have occurred. In this way, client applications can find out
when they should be asking for data from the panel server.

The Programmatic Interface

The programmatic interface is linked in to the client
application. It consists of a pumber of subroutines which
allow the client 0 make the requests descnibed in the
previous section as well as notfying the client when events
occur on panels.

This interface is available in a number of programming
languages: Fortran, C, C++ and oScript.

Panel Builder

The panel builder allows the creation and editing of
panels and papel items. Papels may be saved to and
restored from definition files. The file format is also
readable by the Panel Server.

The graphical user interfaces for all ORATOS
applications are created using the panel builder.

The panel builder application consists of a basic
oScript interpreter supplemented by oScript operators
which provide a graphical user interface.

Generic Telemetry Processor

The Generic Telemetry Processor (GTP) is a program
to manipulate streams or packets of raw telemerry into
more useful data, known as derived telemewry data. The
Telemetry Processor is generic in that it can be applied to
different telemety streams without alteration to the
program itself, by configuring the GTP at start-up to the
particular application.

The GTP is designed to integrate with other ORATOS
suppart layer components including REACH, the panel
server, DSR and DDM.

One possible arrangement of ORATOS components
can provide a generic monitoring tool. Parameters can be
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displayed on panels under the conmrol of the ORATOS
Panel Server and can be stored in DSR files. and hence
displayed in plots using the DDM (see figure 2).

Another arrangement provides a data archiving system.
Parameters are stored oo large DSR files which can be
archived onto tape. CD WORM etc.

The GTP is configured at run-tume to the particular
flight applicaton. This configuration can be quite detailed
and so an ORATOS definition file is used to hold the
information. These definition files are used throughout
ORATOS and the general concept underiying them is
described elsewhere in the paper. The major configurable
areas are the telemetry packet descripucns, declaratons of
derived parameters, definitons of data mappings and
definition of output streams.

Figure 7: ORATOS Moanitoring System Architecture

The Telemetry Packet Description

The GTP can read telemetry packets and the more
traditional serialised telemetry sweams. In the following
description the term telemerry packet is used but telemerry
format is equally applicable.

The set of telememy packets can be thought of as
having a tree-like swucture, where the contents of a
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particular packet correspond to a partcular navigation of
the ree fram root node to leaf node.

The root node contains that part of the welemetry packet
that is common to all packets. normally a packet beader.
The packet header contains a packet identificaton feld.
which provides the information necessary to navigate to, at
least. the next level of hierarchy in the ee, and at most to
completely navigate the tree.

In figure 10 the highlighted navigation of the tree
shows the contents of the amitude and orbit control
subsystem (AOCS) exwended housekeeping (elemetry
packet. ie. the primary beader, the AOCS secondary
header and the AOCS extended housekeeping data. The
figure also shows the data handling subsystem (DHS).
Derived Parameters

Parameters that are calculated direcdy or indirectly
from raw parameters are kpown as derived. Denved
parameters are declared in the definiuon file. Each derived
parameter must be the output of exacty one data mapping
but can be an input to many data mappings.

derived paraseter
<

name °"m3jd2000*

type "real"s”
output_stream stdout”
‘output stream ~tm _ss®
oytput stream "metSpanel’

Figure 8: GTP denived parameter declaration
Output Streams ‘

Any parameter (raw or derjved) can be output once it
has been calculated. Currently there are 3 types of output
streams implemented:

* Alphanumeric dispiay on the standard ourput.

* Qutput to DSR table. The DSR table can be used as

input to other applicatons including the DDM.

*  Qurput direct to a panel under the control of the

panel server.

; oﬁt.pw_urom
name " metSpanel’
panel g
e ;
path ‘metSssir.pdf” . °
> ; Segaie s

Figure 9: GTP output stream declaration

Primary Header
Packet Identification
| Packet Sequence Contol
Packet Length
On Board Time

| AOCS Safety vk

Figure 10: Example Packet Telemetry Tree Hierarchy
Data Mappings

A mapping in the context of the GTP is comprised of a
set of input parameters, either raw or derived parameters, a
set of output parameters ie. derived parameters and a
function that prescribes the reiationship between the input
and output parameters sets,

The mapping of raw parameters to derived parameters
can involve mathemarical algorithms that are too varied
and complicated to be described in a definition file.
However the interface to the function can be described in
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the definition file. These algorithms are implemented by
the users in Fortran subroutnes or C funcuons. The
ordered set of parameters in the mapping declaration must
corresponds to the argument list in the users subrounne
that implements the mapping,

function ‘pitims’
shareable object
S ibmetSisoaTte

Figure 11: GTP denved parameter declaranon
Dynamic Linking

Dynamic linking is the term used to describe the
linking of object code at run-ume. The GTP uses dynamic
linking to link the users forwran subroudnes for the
processing of raw and derived parameters, with the GTP at
run time. Upon start-up the GTP reads the pertinent
information from the definiton file. For every mapping
specified in the definiton file, a shareable object library
and a subroutine name and signature are specified. The
GTP then opens the shareable object file and links the
symbol corresponding to the subroutine. When a mapping
is invoked. the appropriate subroutine is called, with the
appropriate arguments.

Using the Generic Telemetry Processor

To summarise, in order for a developer to build a
monitoring system for a particular spacecraft he must carry
out a certain amount of work.

A REACH server must be rumning on the remote
machine where the spacecraft telemeoy history file is
located. (A DSR file can also be used to simulate a short
history file).

The user-defined functions used to implement the
mapping of raw to derived parameters must be written (e.g.
in Fortran), compiled and loaded into shareable object
library.

The GTP definition file must be constwucted. This
requires detailed knowledge of the telemetry packets or
formats, descriptions of the required derived parameters,
references to user-defined functions and the shareable
object libraries, and references to any output streams -

DSR files and panel definition files.

The DSR files referenced in the definition file must be
ininialised and the panel definiton files referenced in the
definidon file must be built using the panel builder.

Thus the ORATOS components thar go together 1o
form the geperic momitonng system provide the developer
with a powerful and cost-efficient way to build a
monitoring system by maximising the re-use of software
berween monitonng systems.
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Abstract

From user requirements definition to accepted
software system. the software project
management wants to be sure that the system will
meet the requirements. For the deveiopment of a
telecommunication satellites Control Centre.
C.N.E.S. has used new rules to make the use o
tracing matrix easier. From Requirements 10
Acceptance Tests, sach item of a document must
have an identifier. A unigue matrix traces the
system and allows the tracking of the
consequences of a change in the requirements. A
tool has been developed, 1o import documents Into
a relational data base. Each record of the data base
corresponds to an item of a document, the access
key is the item identifier. Tracing matrix 1S 3Is0
processed, providing automatcally links petween
the different documents. It enables the reacing on
the same screen of traced items. For exampie one
can read simultaneously the User Reguirements
items, the corresponding Software Requirements
items and the Acceptance Tests.

Keywords : Requirements, development, tracing
matrix, tool.

1. DOCUMENTATION MANAGEMENT
1.1 Identification of requirements

The problem of identifying precisely the
requirements when developing software, is
known by any one who has had to manage a
subcontracted deveiopment on behalf of a final
client : the operational team.

One expects the project manager to answer such
question as "what about this requirement, are you
sure the modification we wanted has been
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correctly taken into account,... ?".

Thus to aveid ambiguity and inaccuracy, for the
deveiopment of a telecommunication satellites
control centre. C.N.E.S. decided as early as 1989
to introduce identfiers in the User Requirement
Cocuments.

1.2 ldentifiers

In orger to have a representative identification
{trying to avoid FRED1253), it was decided that
an identifier must contain the acronyms of the
main functionality concerned (TM, TC....) and of
the requirement, followed by a number, &.g.
TMVISUQS0 for a requirement dealing with
teiemetry visualization.

1.3 Editing rules

In order to have a ool based on the use of a
DataBase Management System. we chose editing
rules to aillow an automatic feeding of the
database. To be followed the rules have to be
simple :

- an identifier must be preceded by a carriage
return character and followed by a tabulation
character,

- when a modification is made to the
requirement, the identifier must be preceded by a
"€" character in the next version of the
document.

2. THE DOCUMENT DATABASE
2.1 Definition of the database

The need at this stage was to gain an automatic
access to an identifier, the main key of the



database.

But we also wanted to know :

- which document it comes from,

- which edition/revision of the gocument.

- which paragraph (number ana title) containing
it,

- the text of the requirement,

For a requirement subject o a change we aiso
wanted the change request number which it
originated from.

2.2 The database

With 4 DIMENSION® which is a user frienaly
DEMS runnipg on a Macintosh® we have
developed a tool named “TBD-pro” for “Traceur
de Besoins durant le Développement - version
probatoire”.

TBD-pro was designed and developed at C.N.E.S.
by M. Studnia. P. Pachoiczyk.
L. Baize.

To avoid to be dependent on the word processor
used 1o edit the document, the automanc feeding of
the database is done on ASCII files. For the first
"impont" of a document, you create as many
records as identifiers, for the next ones you oniy
import into the database the requirements wnose
identifiers are flagged with "£", the previous
records of the database with the same identifier
are flagged as invalid,

In order to be able to trace the user requirements
with other documents, we followed the same
syntactic rules for the Software Reguirement
Document and for the System Acceptance Tests
Document which were added to the database.

3. THE TRACING DATABASE
3.1 Definition of the tracing matrix

We wanted to cross check the user requirements
with the acceptance tests. The acceptance 1esis are
a subset of the validation tests. wnich have w be
checked against the software requirement. Thus it
was decided to have a unique matrix containing
the user requirements, the software
requirements, the corresponding tests and the
phases (validation/acceptance) the test is
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performed. Each identifier is followed by a
tabulation cnaracter and a carriage return
character separates eacn line of the matrix.

UR Ident.->3SR |dent.->Test->PhasesCR
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3.2 The database

One of the main problems one has, reading a
tracing matrix, is that very often the identifiers
are not explicit. Thus the anly way to study it. is
10 have on one side the matnx, on the other side
the concerned documents.

As we had the document database, we decided to
link the records with the matnx to offer a new
matrix presenting the contents of the
requirements or tests and not only the
identifiers.

Thus a new version of TBC-pro was developed, to
include this functionaiity.
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4. UTILIZATION OF TBD-pro

4.1 Completeness of the matrix

Because the documentation is in the database,
TBD-pro offers the automatic check of the
completeness of the matrix..You may print and/or
store in a file the missing requirements.

4.2 Searches in documents

TBD-pro offers the capability of searching
through the documents. For instance, one may :
- search requirements involved in a precise
change request,

- rebuild an out of date version of a document,
- combine searches e.g. one may look for
requirements containing strings like
“telecommand” and "operator" and not "alarm”,
and then store and/or print the resuit.

4.3 Other facilities
TBD-pro offers the capabilities of searching

through the documents on top of searching
through the tracing matrix.
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One may perform any search he wants through
the documents, ana get onta the screen the
corresponding selection of requirements and/or
tests from other aocuments.

4.4 Performances

Qur User Requirement Document contains 1100
requirements, whole import takes less than one
hour.

The full matrix contains about 4000 lines. It
takes about two seconds to change from one line of
the matrnix 1o the next one.

Checxing that no dentifier from a document has
been cmittea takes aoout one hour and a haif.

4.5 Current upgrades

Up to now, the version of TBD-pro was an
interpreted one. In order to gain rapidity, it will
be updated, 1o be compatible with the latest
version of 46 DIMENSION® (version 5) and
compiled.

To pe widely distributed, it will be an industrial
product with a real documentation and not only
some developers' notes.

5. CONCLUSION

TBD-pro has shown it could be very helpful,
because it is exhaustive, simple to use (menus,
the result of any search may be stored and/or
printed). It is the technical configuration
management tool of the project.

Macintosh is a registered trademark of Apple
Computer, Inc.

4€ DIMENSION is a registered trademark of AC!.
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ABSTRACT

This paper presents the architecture and the concepts of
the GAN (Antenna Manager Soitware) designed 1o
execute pre-defined stralegies (0 acquue the braziian
satellite SCD1 on the honzon as weil as © momtor and
recover the satellite in any abnormal suuation. its pnmary
objective is 10 allow ground stauon operators 1o track
automaucally the satellite from the beginning (o the end of
the satellite pass. Four acquisition surateZies are avaulable
in order to cover all the situatons. In addiion GAN 1s
able to command the antenna, to perform uplink sweeps.,
to release telecommands and (o record angular
measurements, The flight dynamics aspects. pertormance.
and results from the pre-launch test phase unul the routine
operation are presented. During the validauon and test
phase three different satellites (SPOT. ERS-l, and
Hipparcos) served as benchmarks and were tracked. The
prospect considering the re-usability of GAN for other
mission types is presented at the end.

Keywords: acquisition and tracking software, ground
station automation, flight dynamics for tracking

1- INTRODUCTION

The brazilian ground segment for the MECB
(Complete Brazilian Space Mission) encioses a set of
ground stanon equipments located in two different sites:
one in the central region of south Amenca (Cuiabd at 15°
33'S: 459 51'W) and another in the north of the country
(Alcdntara at 029 20'S; 44° 24'W). Both ground statons
nave the same chamctensucs with respect to TT&C
capabilines. Antennas are 11 meters in diameter and
operate in the S-band frequency range.

As part of the front-end. besides the antenna
there is the Antenna Control Unit (ACU) that provides:

- pointing of the antenna.

- acquisition of successive points along the orbit being
effectively tracked by the antenna when it is in "autotrack
mode”,

- monitonng of the antenna staws that notifies the
controller on the capture and loss of the satellite signal,

- modificaton of the anienna system configuration
parameters.

In order to improve the front-end was developed
a conwol software named GAN - Antenna Manager
Software which ables to execute pre-defined strategies 1o
acquire and track the satellite over the ground stauon.
GAN is currendy running in a micro-Vax Il computer
connected to the ACU through the [EEE-488 interface.
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2- ACQUISITION STRATEGIES

The GAN was primarily designed to execute pre-defined
strategies o acquire the brazilian sateliite SCD | Ref {1}

To satisfy the SCDI satellite tracking needs, four
strategies were developed:

1)SCAN Mode - prepared for the first passes nght after
launch, when the on-board transmitter should be ON. It is
assumed that 1s not necessary to send telecommands (o
actnvate telemetry reception. However, it is necessary 0
increase the range of acquisition with the anienna
scanning the honzon, to muumize the orbit injection
errors caused by the launcher;

2) TAA Mode - applied when the satellite orbits are well
known, it considers that the on-board transmitter is OFF.
Succession of antenna pointing positions covenng the
probable horizon region where the satellite should nse is
computed. Then, for each antenna position, it is necessary
to execute the f[requency sweeping and to send
telecommands to tum ON the on-board transmitter.

3) Programmed Mode - in this stralegy the anienna
follows pre-computed pointing angles and may be
activated prior or during the sateilite pass. Indeed a
simplified numerical generator. accounting only for the J2
earth flattening coefficient factor, computes the orbit and
generates the sequence of antenna pointing angles. It may
therefore be selected 10 cover some special cases, for
instance, when malfuncuion of the antenna autotrack
system occurs, or when there is a loss of contact (silent
zone) in the horizon. In this mode, the frequency sweeping
may be activated ou aborted at any nme. It also assumes
that the orbit knowledge is sufficiently accuraie so as to
assure satellite tracking during the whoie pass,

4) Assisted Tracking - it is activated automatcally o
recover the satellite after a gap of the downlink signal, by
means of a real-time simplified orbit determinaton and
prediction scheme Ref. [2]. The difference is that this
process is always active from the beginming of the pass.
While the antenna is in auto-track mode it only performs
real time orbit determination here called orbit refinement.
When the satellite signal is lost. i.e. drop of the auto-track
mode is detected. a prediction of anienna pointing
positions is generated and the ACU s commanded to
these positions at the corresponding nmes.

All the strategies have the same proposal. that is
to acquire the satellite signal. After reaching this goal. the
software GAN swars to read angular measurements from
ACU, These measurements feed, in real-ume, the orbit
refinement algorithm (of assisted tracking process) and
are also stored in the ground station computer. After the
pass, the angular measurements are delivered to the
Satellite Control Center. in S3o José dos Campos.

The strategy selection is made by the station
operator through the GAN screen opuons. The activation
or deactivation of the frequency sweeping might be set
too. All the important ¢vents about the automatic tracking
are showed at the screen and. if necessary, the operator
might abort the sysiem at any ume. To choose one
strategy, the operator must (0 enter the orbit number. This
number is used (o recover the corresponding record of the
pass predicnon file. which contuns all the necessary
informauon © implement the stategies.

[n short. the two first strategies described above
(Scan and TAA) cover oniy the satellite acquisition at the
horizon. The programmed mode covers the whole pass
and may be seiected pnor or duning the pass. However,
independent of the strategy choice. the Assisted Tracking
process is always acuve,

3- THE SOFTWARE ARCHITECTURE

[n order 10 meet the GAN requirements and weil
understand the problem and the details of each strategy. a
finite state automaton was developed. as was shown in the
Ref[1].

The mechamsm of the automaton was
implemented in a machine process. GAN_P_GERAQS,
which centralize the decisions maked over the event
ocurrences. Under the impiementaton view, three groups
of events could be recogmzed:

1~ events from the ACU (Antenna Control Unit), that
include acquisiton-ioss of autowack. or manual-remote
operation mode. [ts occurrence s detecied by one
Asynchronous System Trap (AST), an operational system
mechamism of VAX/VMS that allows 10 run an
independent routine. This rouune "GAN_Q_LESTATUS"
accesses the ACU. reads the convenient memory position
and sets the corresponding event. It is activated on each
500 miiliseconds.

2- events from the operator screen such as stralegy
actuvation (SCAN. TAA or Progmmmed Mode).
acuvation-deacuvanon of the frequency sweeping.
aboruon of the current processing. Considenng that ail
these events come from the same source. il was
convenient 10 conceive an  AST  routine.
GAN_Q_COMANDOS, to both auend and interpret an
operator opuon and transiate it 1o an event.

3- intemal events such as time-out and end-of-file that
indicate the end of the strategy computations.
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The main process, GAN_P_GERAQS. manages
the system based on a decision tbie where each element
encompasses two informations: the number of the acuon
to be executed and the next state (thac will be the current
one after the event occumrence). Two auxiliary vanables
are most imporant: one 0 inform the number of the
occurred event and other 10 save the current state. These
vaniables set, respectively. the line and the column that
determine the new element of the matnx which
impiements the automaton. The occurred event vanabie is
updated by routines that recognize the events, To solve the
case of two or more evenl occurrences At same ume, there
is actually an array where each element represent one
event and the priority trearment is defined previously
through the element position.

Thus. each strategy has imbedded the following
software elements:

- a machine process to calculate the points (Observe that
these calculations are made in the ground station before
the satellite pass and afler the operator choice):

- an AST 1o send synchronously the points in the precise
time to ACU;

- a routine to initialize the data structures before the
calculation;

- a routine to finalize the strategy after the delivery of the
last antenna pointing angle without success. 1.e.. without
getting autotrack:

- finally, a routine lo finalize the strategy after the
autotrack acquisition.

There are other important ASTs, one is
GAN_Q _LEMED, responsible for reading the angular
measurements every 1.0 second. Another one,
GAN_Q_CONFCONTR, is activated when it is necessary
to configure the ACU.

To make the software independent of the ACU
model, and considering some object-oriented design
aspects, a set of interface routines was defined 1o access
the ACU. Therefore the ACU s a real world object so that
it can be accessed only through this set ol roulines.

Finally, there are three processes {0 execute the
different frequency sweeping types. each associated o one
strategy.

With this software design it has been very easy 0
include, modify or exclude one strategy.

The final code is composed by:
- nine machine process:

- ten ASTs (Asynchronous System Traps) working at
different rates:
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- fifty six routines: and
- two functions.

The code has all been coded in VAX-VMS
Fortran language and its size is 15323 lines, excluding the
comment lines: or 35332 lines. inciuding the comment
lines .

4- THE TEST PHASE

The test phase consisted of two subphases: one dealing
with the integravon and test of parts of GAN: other to
integrate and test GAN in the ground station,

4.1 - INTEGRATION AND TEST OF GAN PARTS

The GAN's design was basically divided in three
main modules:

- Manager - responsible for implementing the automaion
mechanism,

- Frequency Sweeping - which has three independent
machine processes (as swud In the section 3).

- Assisted Tracking - that implements the part of staiegies
that independs of the operator decision. It includes the
Orbut Propagauon and Refinement.

In this way, 10 test and integrate the GAN, firsuy
one aimed to validate the automaton impiementation into
the manager process (GAN_P_GERAQS). After that, it
was impiemented the rouunes that represent the
automaton acuons and the service routnes that recognize
and set the events to the automaton.

However. although the other modules were
implemented as independent machine processes and tested
independently. in fact. they are also acuvated by the
automaton.

So the sequence imposed on the integration phase
of the GAN was to validate the automaion codification as
a framework at first and after 1o complete it smail and
comsstent  software  elements  (routnes, functions,
programs).

In this phase all the external (software and
hardware) components interacting with GAN were
simulated.
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Figure | - The scenarios of the Aquisition and Tracking Chain

4.2- THE INTEGRATION ;\ND TEST OF GAN IN
THE GROUND STATION

The full system is composed by sofiware and
hardware components. Then to integrate all pants, a brick
philosophy was adopted. The complete Satellite Control
System (SICS) that includes GAN was divided in
"CHAINS". For instance, Telecommand Chain. Telemetry
Chain and among others, the Acquisiion and Tracking
Chain.

The chain has the feature of focusing the external
interfaces integration and validation. As the GAN has
many external interfaces, among sottware and hardware
elements, the Acquisition and Tracking Chain was broken
in scenarios. The figure | shows the elements that
compose the Acquisiion and Tracking Chain. where the
circles represent the software and the squares represeni the
hardware elements that include:

NCO - Nucleus of the Satellite Control System Ref.[3],
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OPS - Ground Segment Operation that manages the screen
funcuons.

CMD - Telecommand Software Ref.[4],
SUP - Supervision of the ground station,
CTC - Telecommand Equipment Set.
ACU - Antenna Control Unit.

The scenanos validate with safety and increase
the completeness, brick on bnck, the chain. The several
scenarios of the Acquisition and Tracking Chain are
mentioned below:

Scenano | - GAN, NCO, other components were
simulated.

Scenario 2 - GAN, NCO, OPS, other components were
simulated.



Scenario 3 - GAN, NCO. OPS. ACU (without the
antenna), other components were simulated.

complete strategy that includes pointing, sending TC to
wm ON the on-board transmitter. executing the frequency
sweeping and waiting the tracking, only could be tested

Scenario 4 - GAN, NCO, OPS. CMD connected 1o CTC.
other components were simuiated,

Scenario 5 - GAN, NCO. OPS, SUP connecied to
frequency sweeping equipment, other componenis were
simulated.

Scenario 6 - all components without the antenna,
Scenario 7 - complete environment in the ground station.

As shown in figure | the scenarios | and 2 did
not include the external equipments.

The scenarios 3, 4 and 5 were tested in the pilot
station, each one interacting with a different equipment.
independently.

The integration of the total parts occurred only in
the scenario 6 when the performance tests couid be
applied and the system tunned.

Considering that GAN programs are executed
with real ime priority, many performance measurements
were taken during the test phase. in tunning etfort:

- duration time of the frequency sweeping function for
Programmed Mode strategy = 7.44 seconds.

- duration tme of the frequency sweeping funcuon for
TAA Mode = 2.5 seconds.

- time between two points sent to ACU in the
Programmed Mode = 0.1 seconds.
Assisted Tracking = 0.1 seconds.

- lime between two angular measurements stored in the
history file = 1.4 seconds.

In the scenario 7 the [functional and the
performance tests were repeated. now considering the
antenna motion.

All these preliminary tests could be applied by
the orbit simulation software. specially taylored to permit
a new valid pass prediction from any iniual instant of
tume.

After the simulated orbit tests the Acquisition
and Tracking Chain was submitted to the most imponant
challenge, i.e. to acquire and track a real satellite. [n thus
case three different satellites were used. the SPOT. ERS-1
and also the HIPPARCOS.

Of course, the TC transmitter was always in local
position to avoid sending a real TC. So some strategies as
TAA, were only partally tested. The test to validate the

with our own satellite, the SCD1.

3-THE OPERATION PHASE

The SCDI lunch was a success and the
complete Acquisition and Tracking Chain was in good
health when operating at the first orbit over Cuiabd
Ground Staton (the third SCD1 orbit).

Since launching at 09 Feb. 1993 until nowadays
the SCDI has flown over Cuiabd station approximately
2.800 umes,

In 99% of the passes the acquisition was made
using GAN, whereas in 1% the GAN was not used
because of two reasons:

- a bug appeared at Apnl first. caused by a fail in the
codification phase and not detected during the tesis
because there was a change in the data conversion where
April was mistaken by March. This error did not abornt
the calculation. but only shiifted the poinung angies. To
idenuify the error into the code one spent about one week.
but for correcting it one spent few minutes.

2- some equipment failures such as bad connections, and
internal bus problems into ACU were recorded.

The most adopted strategy to track the SCD1 has
been the Programmed Mode. Since the beginning it was
realized the good accuracy of the orbit dewerminauon.
Then there was no need of any type of search in the
honzon region, e¢xciuding therefore the use of the Scan
and TAA strategies.

In 5% of the passes, that is about 140 of them.
the Assisted Traking was automaucally activated due to a
signal loss. The figure 2 lustrates the action of the
Assisted Tracking in 2 singular case. In this case. a
zenithal pass was the reason for LOS (Loss Of Signal).
The figure shows cleariy the shift that the antenna had 0
do in the Azimuth axis when clevation nearded 90
degrees. We can see that the Assisted Tracking took about
01 minute 1o detect LOS. to predict the pointuing angies
and to command the antenna. After a few flutuations the
signal stabilized. charactenzing the AOS. This was one of
the hardest cases ever 2xpenenced by the Assisted
Tracking. Other cases nciuded power shortage, honzon
passes (low elevation passes). and silent zones.
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Figure 2 - Assisted Tracking case

The SCAN strategy was predicted in the initial
Flight Operations Plan to be used in the first 6 orbits only.
However, it was used during a month because the on-
board transmitter was not tumed OFF at all. After
accuracy analysis of the orbit determination. it was
decided to adopt the programmed mode as the pamary
acquisition strategy.

The TAA strategy, has not been used as planned
because the transmitter was not tumed OFF during LEOP
(Launch and Early Orbit Phase) Nevertheless we on
purpose used some passes to tum OFF the transmitier and
test the strategy. No problems were reported dunng the
lests.

To overcome a premature software decision
about the autotrack event occurring in the beginning of the
pass and o avoid that the auiotrack begins in the
secondary lobe, a manual solution was adopted. It consists
of increasing the acquire level in the ACU panel until the
signal stabilization.

However, even during the test phase, when this
problem was detected, the GAN could nonetheless acquire
the signal successfully. What happens is that when the
signal is detected by ACU, and by GAN, the strategy in
execution, chosen by the operator, is finalized, and the
Orbit Refinement takes place. But if it is 2 premature-false
alarm, the autotrack loss is detected immediatelly after,
and then the software commands the antenna according (0
the antenna pointing angles computed by the Assisted
Tracking algorithm. This switching occurred many times,
about 10 or 20 times in several test cases. but in all of
them the satellite signal was re-acquired at the end. This
overload of the assisted tracking was considered
unnecessary and the signal acquire level was rised up to
10dB.
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6- FINAL COMMENTS

The GAN system is {ully operational in the Cuiabd ground
station, in a shared-basis micro-Vax computer, since the
SCD! launching. Considering the re-usability
charactenistic, GAN can be migrated o any VAX-VMS
environment provided the extemnal interfaces are available
(e.g. [EEE-488). The performance has been considered as
expected, without degrading other parallelly running
ground station softwares, and major improvements have
not been requested by station operators. For the satellites
of MECB, analyses have shown that GAN can be used
without meaningful changes. It can be almost considered
as having a multi-mission profile despite the need of
parameterization of some configuration tables. This need
arised for missions other than MECB (for which the
original design was conceived) such as highly elliptical
orbits (Hipparcos orbit case) or geo-stationary transfer
orbits.
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1. Introduction

This paper describes a constraint satisfaction
problem (CSP) solver, applied to the complex
task of scheduling a scientific satellite's entire
system and payload operations. The core
problem is to optimally match a given set of
resources with a set of resource-utilizaton
requests, subject to a substantial number of
constraints. During the assignment process,
conflicts, i.e., constraint violations, must be
minimized. However, it's a well known fact that
the general scheduling task is an NP-hard
combinatorial optimization problem (COP).

The traditional constructive approach that
incrementally expands a consistent partial
assignment doesn't cope effectively with large-
scale real-world scheduling problems. The
kemel of a very different novel approach
consists of an artificial neural network (ANN)
developed for scheduling the Hubble Space
Telescope (HST), referred to as the Guarded
Discrete Stochastic (GDS) network [1], which
is a derivative of the Hopfield thermodynamic
recurrent network [3]. We present empirical
evidence that for the type of scheduling
problem mentioned, the GDS network with its
heuristically controlled stochastic neuron
selection rule is considerably more efficient than
the conventional partial assignment method.

The second chapter describes a traditional
mathematical optimizaton approach for the
ROSAT satellite mission timeline (T/L)
generation. Chapter three addresses the
specifics of the GDS artificial neural network
architecture. In chapter four, the conventional
RMTG technique is compared with the GDS
neural network approach, and the performance
is evaluated. Some concluding remarks in
chapter five close the paper.

2. ROSAT Mission Planning
ROSAT is a scientific spacecraft designed to
perform the first all-sky survey with a high-
resolution X-ray telescope and to investigate
the emission of specific celestial sources.

The pointing phases of the mission, in which
detailed observation of selected sources with
respect to spatial structure, spectrum, and time
variability is performed, present the most
demanding requirements on mission planning.
Many thousands of observation tasks must be
satisfied. These need to be scheduled as
efficient as possible to avoid wasting valuable
observaton time, The optimization must take
into account all the constraints placed on the
spacecraft and observations, and consider

'We wish to thank Dr.M.DJohnston and H.-M.Adorf for their collaboration; Dr.F.Schlude, Dr.K.Reinel, and H.Frank

for their project support. -
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othernecessary activities such as calibrations
and data transmission.

For ROSAT, the ROSAT Mission Timeline
Generator (RMTG) provides the master plan of
spacecraft operations [2]. RMTG uses a
mathematical optimization method based on
Dynamic Programming. The method employs a
cost function based mainly on lost observation
time and operates on a slot-by-slot basis (slots
are time intervals, in which the satellite is
outside the high energy particle belts and thus
observations can be performed.)

3. The GDS Neural Network Approach
Unlike RMTG, the neural network based
scheduler employs a clear separation between
the constraint representation level and the
strategic scheduling level.

In this scheduler constraint knowledge is
captured by so-called 'suitability functions' [4],
which resemble the membership functions of
fuzzy sets [S5]. The time dependent suitability

functions are used to represent and propagate
not only different types of constraints but also
preferences. In addition, the suitability function
framework allows for incorporation of
‘multiplier combinations' of constraints, thus
enabling introduction of more complex
constraint definitions. The numerical value of
the suitability function is a measure of the
degree of preference for scheduling an activity
at any given time.

In this new approach the actual scheduling of
activities is done by a modified binary Hopfield
neural network. The neurons are arranged as a
matrix where each row corresponds to an
activity and each column corresponds to a time
bin. An active neuron in row a and column m
means that activity n is scheduled for tme bin
m. The suitability functions can be automatically
transformed into the biases and the connection
weights of the excitatory and inhibitory links of
the neural network so that no network training
is required. Formally, the input to the neuron
labeled ij is given by: '

xjj = 2, Wij,mn Ymn + bjj

mm

where ymn denotes the output of the neuron labeled mn, and is given by

1 i xgp20
Ymn =

»

0 otherwise

bij is a bias term, and Wjj mp is the connection matrix defined by

- if a pair of activity assignments is forbidden by any constraint

Wijmn=\-1 if i=m, j#*n
0 otherwise

with non-negative constants @, 1.

To overcome a drawback of the Hopfield
model, that is, casually settling in local minima
of the energy function, an asymmetrically
coupled, excitatory 'guard’ neuron is added: a

guard neuron with bias big. input xig. and output

yigisconnectedtocachneurononthcmwit
guards. The input to the guard is
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X = -ez ij + b5, while the contribution by
the guard to the input of neuron ij is Qyig. If we

cbooscdacgumﬂbiastobcbf=y>0and

choose 6 > y and ¢ > 0 sufficiently large, then
the guard on row i will fire only when no
neurons on row i are firing. When the guard
fires, a large positive value ¢ is added to the
input of each neuron on the row: if ¢ is chosen
to be large enough to overcome the effect of
any number of inhibitory links, then any neurons
on the row can transiton from off to on,
thereby reducing the energy of the network.
Thus, local minima due to the absence of any
firing neurons on a row are eliminated.

This extended network is called guarded
discrete stochastic (GDS) network. The guard
neurons modify the network in such a way that
it can escape from local minima and seek a state
with lower energy, thereby providing an
improved solution for the scheduling problem.
Unlike the standard Hopfield model, the GDS
network is equipped with a sequenual,
stochastic neuron update rule, which is
motivated by heuristics.

4. ROSAT Timelining with the GDS
Network
To investigate the performance of the GDS
scheduler for real-world application domains,
we examined it on ROSAT-like scheduling
problems. Thus, a comparison could be made
with the results of the operational RMTG

system. The main task of the ROSAT
scheduling is the generation of the master
timeline. This is a complex and demanding task,
requiring the processing of about 1500 requests
and scheduling of approximately 5000 time
slots for a period of half a year.

We ran the schedulers in their current
configuration: RMTG on a VAXstation/VMS
3100, and the GDS scheduler on a
SPARCstation IPX. For the actual ROSAT
case with an average of 1500 requests, it
typically takes about 40 hours to generate a six-
months tmeline with RMTG. In contrast, we
found that the GDS scheduler is about a factor
of 20 faster on solving the same problem.
Though the two platforms do not offer precisely
the same throughput, the significandy higher
performance of GDS mainly reflects the
superiority of its approach compared to the
Operations Research method of RMTG .

In order to estimate the efficiency of the
GDS scheduler and judge its limitations, we ran
a different number of requests and analyzed the
scheduling process in more detail. While RMTG
scheduling is achieved in a single
comprehensive step, GDS schedule
development is performed in two successive
stages. The first stage is the preprocessing
phase, in which the construction of the
suitability functions and the transformation into
the connection weights of the network is done.
The second stage is the actual scheduling
process, i.e., the network run.

Table 1
GDS scheduler execution time
Number of Requests Executdon tme (sec)
n rejected preprocessing T/L generation
100 52 607. E
600 291 3545. 5.
1000 496 5970. 12
2000 995 12211. 54,
3000 1494 18247. 181.
4000 1993 24562. 624,
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Table 1 compares -for different number of
requests- the duration of the two stages. The
first column shows the number of requests n
initially contained in the input. A request is
rejected (during preprocessing) if it isn't
possible to schedule it at any given tme
during the mission period due to continuous
violation of one or more constraints. This is
one advantage of employing suitability
functions for constraint representation and
propagation. It substantially reduces the
chores of the subsequent scheduling process.

We observed that almost all ime is spent

on preprocessing, less than 2% is needed for
the network run. This reveals the extremly
high performance of the GDS network for
scheduling. In addition, it turned out that the
computational effort for the timeline
generation increases roughly exponentally
with the problem size, i.e., the number of
requests. With respect to this, the GDS
network does not differ from other algorithms
for solving NP-hard COPs. However, within
the scope of our task, scheduling must be
viewed as an integrated pursuit consisting of
constraint processing and network run. But
the dominant factor for the total execution
time is the preprocesing part, which grows
O(n). Thus, for problem domain dimensions n
which are relevant to us, the overall execution
time increases only linearly with n too. So it is
possible for the GDS scheduler to find
solutions even beyond the ROSAT
dimensionality.

Additionally, an important advantage arises
from the high performance of the network in
combination with the stochastic neuron update
rule. Most of the tme is spent on the
configuration of the network during
preprocessing. Thus, if network configuration
is finished, multiple network runs are possible
in reasonable time. Because of the stochastic
nature of the network update rule, two runs
will generate different schedules
corresponding to different solutions of the
same problem. Through comparison of
different schedules, a quality estimation can be
performed and the schedule that is best with
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respect to certain criteria (e.g., observation
time, robustness) can be selected. In contrast,
a scheduler that uses a stictly deterministic
algorithm, like RMTG, will always generate
the same schedule, given the same input data.

5. Conclusions
We have applied the ROSAT astronomical
observations scheduling task to the GDS
neural network paradigm and have shown the
following results:
¢ GDS' rmun-ime conduct
outperforms RMTG
¢ the overwhelming part of absorbed CPU
time is spent on preprocessing (i.e., creating
suitability functions and translating them into
connection weight  updates); after
preprocessing, only about 2% of GDS' overall
CPU consumption is needed to generate the
desired timeline
¢ the amount of CPU time necessary for
preprocessing is approximately proportional
to the number of observation tasks. Thus,
overall CPU time for timeline formaton is
about proportional to the number of
observation tasks.

impressively

Finally, we mention some open problems
subject to forthcoming research: a)ls the GDS
algorithm readily portable to a massively
parallel SIMD/MIMD computing
architecture? What could be said about
possible performance gains? b)ln addition to
COP type problems, is the GDS approach
applicable to other spacecraft related
operations such as adaptive spacecraft
telemetry interpretation as well?
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- the TT&C TC2 stauons allowing telemetry and

ABSTRACT :
- telecommanding links wath sateilites as weil as tracking
This paper describes the data exportauon function in the dunng on stauon keeping phase,
satellite control center for the TELECOM2 geostationary X
satellites famuly. First. the architecture of the SCC s - the TT&C stauons of CNES 2 GHz network allowing
; telemetry and telecommanding links with satellites as

discussed. Then the paper focuses on the Data Server
function expiaining the funcuonal and technical protocols
used to perform dialogue berween the SCC Data Server _
and its subscnbers. - the X235 TC2 specific data transmussion nerwork
allowing links between some of the above components.

well as localisauon dunng launch and early orbit phases.

KEYWORDS : Satellite control system architecture. data

exportation. network. telemetry processing. 2ercenay Aussaguel
rr ooy TR TCIM PR (TCICH SYD (POIN
1. INTRODUCTION
LB ) | pEp. @

The TELECOM?2 geostauonary satellite famuly 1s today
composed of 2 satellites TELECOM2A and
TELECOM2B whose main missions are business
commurnicauons service and telephone and relevision
service. The business communications service uses the
14/12 GHz band. The telephone and television service
establishes links between the French mainiand and its
overseas termitones, using the 6/4 GHz band
TELECOM2C and TELECOM2D are planned. France
Telecom 1s in charge of development and operauon of the
French public telecommunications network. On behalf of
France Telecom. CNES is responsible for the controi of
the satellites.

2. GENERAL ARCHITECTURE
The main components of the TELECOM2 satellite ground g sce ’ sce l

e

[‘i‘!ﬂ&]}u el g|oe ;o

segment are the followings :

- the satellite control center in charge of telemetry.
telecommanding and localisation function 24/24 h.

- the payioad control centers in charge of telemetry
payload monitoning (CCR),
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2.1. The satellite control center architecture

Today, the SCC is designed for the controi of 3 satellites
and one dynamic simulator. A (elemetry frame is
composed of 48 bytes received and processed every

1.2 seconds.

Real nme telemetry function (TM acquisiuon,

TM processing, TM momutoring, TM storage, link with
TC. T™ visualisanon, TM audible alarm) can not be
interrupted more than 3 minutes dunng critical phases
(posiuoning phase, critical manoeuvres)

The SCCrarchitecture is based on the DIGITAL VAX
range of processors running the VMS operau ng system
with DECnet networking berween processors.

The system compnses the following pnme components

- Front End Processor ( MICROVAX 4000/200 packaged

MIRA)
- Back End/Data Server Processor { MICROVAX

+000/200 packaged MIRA)

e X
Graonica
MEeruer,

T ?

TC2 SPECIFIC
WIDE AREA NETWORK

- Operator Workstauons (VAX STATION 4000/60).
These enuties are mterconnected using a thick-wire
stnermet Local Area Network.

- Graphical Server processors ( HP 900/834 )
They are connected to the Back End/Data Server
processor via X25 specialised lines.

- local subscribers as

- MIC (PC computers) responsible for real ime
and off line data processing,
- ORBITOGRAPHY processor (SUN staton).
- EXPERT SYSTEM (SUN stauon) for fault
analysts.
They are interconnected to the Back End/Data Server
processor using a thin wire ethernet Local Area Nenwork.

A sumplified diagram of the SCC archutecture Is given
aere after.

SRS
Graonica

I/0: switch-

=
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The Front End processor is responsible for the real-ume
processing functions including telemetry reception,
processing and momitoning and telecommand
ransmission.

The Back End/Data Server processor is mainly
responsibie for :

- data filing and archiving, telemetry trending analysis.
data base management,
- data exportation towards local and remote subscribers.

The Operator Workstation is responsible for both real
time and off line telemetry visualisauon and
telecommanding. It also offers local data base
management.

The Graphical Server processors are responsible for real
ume telemetry visualisation.

The Front End and Back End/Data Server processors are
MICROVAX 4000/200 packaged MIRA. A MIRA
processor is composed of 2 redundant VAX 4000/200
processors and of a /O lines swatch. The MIRA system
offers the facility of being abie to switch /O lines between
two systems to cater for processor failure, and thus
provide a packaged master/standby computer system. The
switch can also be operated manually to cater for
maintenance requrements. For these reasons the MIRA
system is used for the funcuons invoived wath /O external
devices, such as telemetry/telecommand/localisation VO,
remote systems, printers and plotters. [t provides a fast
failure detecuon and reconfigurauon and uses propnetary
software to perform the system failure detection and /O
lines switching function. '

The operator workstations are twin screens workstations
allowing advanced man machine interface techniques.

2.2. Functional description

The main features of this architecture are the following
ones :

- raw telemetry frame received and processed by the Front
End MIRA,

- raw lelemetry, derived parameters and monitoning
results multicasted over the LAN by the Front-End
MIRA after processing,

- muliticasted data processed by Back End/Data Server
MIRA 1o be dispatched towards local and remote
subscribers,

- multicasted data processed by Operator Workstations for
visualisation purpose.
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A more detailed funcuonal description of each processor
1s given here after -

The master processor of the Front End computer receives
telemetry from the TTC stauons and/or from the dynamic
simulator,

The master processor of the Front End computer processes
the real ume telemetry on a frame by frame basis every
1.2 seconds (i. e. frame acquisition, parameter calibration,
parameter monitonng) and multicasts the raw telemetry
frame, the derived parameters and the TM monitoring
results towards the other components,

the master and standby processors of the Back End/Data
Server computer simuitaneously archive the recerved
telemetry,

the operator workstations process the TM blocks
multicasted on the network by the Front End computer for
telemetry visualisation and monitonng alarms
visualisation.

the master processor of the Back End/Data Server
computer processes the TM blocks multicasted on

the network by the Front End computer for telemetry
exportauon towards subscribers,

telemetry replay 1s done by reading telemetry archive on
Back End/Data Server computer and transmissing to the
Front End computer for processing,

trending analysis are defined by the operator from its
workstauon. The master processor of the Back End/Data
Server computer extracts data from its archive, processes
it and makes it available for visualisation purpose,
tracking data are received by the master processor of the
Front End. They are condensed by the master processor of
the Back End/Data Server computer,

the transmission of telecommands is achieved by the Front
End processor,

the time synchronisauon is done by the master processor
of the Back End/Data Server computer. It cyclically gets
Universal Time and dispatches it towards all the other

computers
3. THE DATA SERVER FUNCTION

3.1. What's the Data Server ? '
<

The Data Server function within the SCC offers a
standardised access to control center data. The Data
Server exports towards different subscribers real ume and
processed data and gets requests from those subscribers.
The subscribers are the followings :

- local ones depicted before as Graphical Servers and MIC
PC, Orbitography and Expert System computers.
They are connected to the main Local Area Network.

- remote subscnibers i. e. payload control centers.

They are located on distributed geographical sites
connected to the SCC with the X25 TC2 specific network.



The design of the Data Server within the SCC has been
guided by the following needs :

- dispatching of real time monitored telemetry towards
locnlandrcmotembscnhrsmththesamcmer

dmhngafdamﬁlesmwardslocalsubscnbus
- dynamic data requests by the subscribers,

- centralised management of data distribution,
- data flow control and management,

- easy addition of a new subscriber,

- use of standard market protocols.

3.2. What kind of data ?

L\m

The subscribers are separated into two categories - real
time ones and off line ones.

The real ime subscnbers are

- graphical servers both local and remote
- PC computers both local and remote

The off line subscribers are
- local PC computers

- orbitography computers
- exXpert system computer

The data exchanged between Data Server and real time
subscribers is telemetry parameters from vanous sources
(satellites, simulator. replay) with telemetry monitoring
results.

The data exchanged between Data Server and off line
subscribers are data files as operational data base.
telemetry off-line analysis resuits, logbook off-line
analysis results, localisation and calibrauon files, stored
and archived telemetry files.

3.3. Why a data server ?

* dispatching of real time monitored telemetry
towards local and remote subscribers with
the same user interface

The processors and software installed in the remote
payload control centers are the same ones as those
installed locaily in the SCC. So, there was a need to
standardise the data distribution for both local and remote
subscribers.

* dispatching of data files towards local
subscribers

The data server must allow file distnbution and transfer.
For this purpose the files to transfer are made availabie to
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subscribers in a specific data server area named “export
area” with limuted access nghts.

* dynamic data requests by the subscribers

According to the telemetry it wants to visualise, a
subscniber can ask dynamically to the data server for one
or more "subset” of telemetry parameters it needs.

* centralised management of data distribution

The subsets are predefined in a SCC data base. This data
base is managed by the data server function giving access
nights to subsets depending on the subscribers.

The authorisauon of subset transmission is given by the
SCC which is in charge of opening the X25 virtual
circuits when needed or allowing TCP/IP session.

* data flow control and management
The specific TC2 network has a data rate of 19.2 kbits's

According to the need of informauon of each remote
subscriber and to the volume needed, a maximum number
of parameters has been defined for each subscriber and
can be parametensed in the satellite charactenistics file
within the data base.

Today our system is able to broadcast about
3800 parameters towards its subscribers for 3 satellites.

* easy addition of a new subscriber

This can be achieved without modifying the sofrware.
Only data base files must be updated.

* use of standard market protocols

ISO8802. 3 is used for ethernet transmission.

TCP/IP and sockets are used for ethernet real time
transmussion,

X235 1s used for both local and remote real time
subscribers,

TCP/IP and FTP are used for data file exchanges,

Real [EEE coding is used for transmission of parameter
physical value.

A more detailed funcuonal description of the Data Server
function is given here after,



3.4. real time exchanges functional description

On-line telemetry exportation may be achieved towards
the Ethernet, local X25 and remote X235 subscribers.

On-line telemetry exportation is done on data links
different of those used for off-line processing.

- For Ethernet subscribers, exportation is achieved
within a TCP/IP session. The subscniber opens
the session by sending a call to the swited TCP/IP
address and port number on the Data Server.

When an Ethernet subscriber wants to establish a
connection with the on-line telemetry server, the caller
address is controlled. [f access is not allowed. a ‘'denied
access message’ is sent (o the subscnber and the TCP/IP
session is cleared.

A TCP/IP session is opened for on-line telemetry
exportation concerning one satellite and one mode (live.
replay or simulation). To allow exportauon o begin, the
subscniber must send to the Data Server, a request to
associate the session with an entity and a mode. A
subscriber may only have one session opened at a ume
with a given entity and mode. The number of
simultaneous treated entities for a subscriber is controiled
against the quota specified in the subscnbers
characteristics file.

- For X235 subscribers, exportation is achieved over a
virtual circuat. It is the Data Server which opens virtual
circuits by an acuon of the operator who actuvates an
association between the port associated with the
subscriber address on one side, and the subscriber, the
satellite and the mode (live, replay or simulauon) for
which the virtual circuit is opened in the port
configuration on the other side. A subscniber may only
have one session opened at a time with a given entity
and mode.

Nature of exported data

Exported data for an exportation session is either live
telemetry from a given entity, or replay telemetry.

For each telemetry frame multicasted on the Ethernet
LAN, for one entity and one mode (live/replay) the
following data is sent within an exportation session :

- frame date,

- station identifier,

- frame number,

- frame and (date and ume) quality,

- for each parameter requested and present in the frame

. raw and engineering values
. alarm state
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Subset requests management

In a given export session. a subscriber receives parameters
whose transmussion is allowed by the Data Server for this

session.

There are two ways 1o allow the transmission of
parameters within an export session .

- automatic transmission at session beginning,
- transmission on request from the subscriber.

Automatic transmissions occur when, in the subscribers
charactensucs file, a list of subset identifiers to send
automaucally is specified for the destination subscriber.

There are two kinds of subset requests

- a total request specifying a subset name, this name
idenufying a parameter list. This request concerns all
the parameters of the subset.

- A parual request specifying a subset name and a list of
parameters, the specified list having to be a pant of the
list associated wath the subset name. This request
concerns a part of the parameters of the subset.

- The total number of parameters for a given subscriber
must be less than the maximum number of parameters
specified for the appropnate subscriber in the
subscribers charactensucs file,

- The subset name must be known by the Data Server.

- The subset must be valid for the concerned enuty
(sateilites or sumuiator).

- The subset must be allowed for the subscriber.

- In case of partal request, the specified subset name and
list of parameters must be compauble (i. ¢. each
parameter of the list must belong to the specified
subset).

If the request is accepted, telemetry data is sent to the
requester when the next beginmng of frame occurs.

When a subscriber no longer wants to receive-a:subset. it
has to send an appropnate request specifying the subset

idenufier. If there 1s no corresponding subset active, no

acuon is performed,

When an export session is closed either by the Data
Server, (case of X25 subscribers) either by a subscriber
(case of Ethernet subscribers) either accidentally, all
subsets transmussions for this session are cancelled.



3.5. off line exchanges functional description

The exportation function allows the exportation of the
following data to Ethernet subscribers :

- TM/TC database files

- localisation and calibration files

- off-line telemetry analysis result files
- logbook analysis results

- raw telemetry

Exportaﬁoq? done from export area which are
respectively .

- a TM/TC database exporn area

- & localisation export area

- an off-line analysis resulls export area
- a logbook analysis resuits export area
- a telemetry files export area

The exportation funcuon ailows exportauon by file
transfer over Ethernet TCP/IP. The expontauon function
walits for subscribers connections, A connecuon 1s
performed as the opening by a subscriber, of a FTP
session. this subscriber providing connection informaton
(user ID, password). A connection is accepted, if the given
User ID and password have been registered in the data-
server VMS Authonise database, if a commumication port
has been defined for the given network access

(FTP user ID, internet address), if this port has been
associated with a subscriber in the port configurauon, and
if this associauon is active, the connection is accepted eise
it is refused.

The exportation function then waits for file transfers
which are initialised by the connected subscriber.

Ethernet subscriber’s access 1o export areas is limited to
‘read’ access.

Each file access by a subscriber, successful or not is
recorded in the SCC logbook. Each file and directory
access is restricted to the nights granted to the subscriber.

Each export area may be managed by a data management
operator. Management actions are :

- display of file list
- file deletion
- file transfer from their ongin locauon
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4. CONCLUSION

The main advantages of our system are standardisauon
and extensiveness,

Thus concept can be easily reused for other projects.
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Abstract

Data presentation is one element in a data
processing system. In space centers such
as the German Space Operations Center
(GSOC), located at Oberpfaffenhofen near
Munich, data presentation systems are
used for the realtime display of telemetry,
command user interfaces and for the sy-
stem monitoring and control consoles.
The form of data presentation may vary
depending on the employment of the rele-
vant system and the scope has increased
considerably during previcus years by the
development of advanced hardware devi-
ces. Consequently alphanumeric terminais
have evolved into X-window terminails with
all their graphic capabilities included.

This evolution can be seen in the systems
used at GSOC and this paper will detail
the systems used to support the Spacelab
D-2 mission.

Keywords : Display-System, Man-Machine-
Interface (MMI), Data Presentation

General

The GSOC has controlled German scienti-
fic satellite and manned spaceflight pro-
jects throughout the lifetime of their re-
spective missions and also commercial
communication satellites during Launch
and Early Orbit (LEOP) phases.

One of the tasks of this control center is to
display spacecraft 'housekeeping' teleme-
try for the spacecraft controllers or in the
case of the Spacelab D-2 manned mission,
provide experiment data to the various
mission scientists. Other MMI tasks include
the command user interface and the sy-
stem monitor and control consoles.
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These tasks have been performed at
GSOC in support of scientific satellite mis-
sicns such as Helios, Ampte, Rosat (ope-
rative) and |IRS, manned missions such as
Spaceiab 1, D1, D2 and also for the TV-
SAT1/2, DFS1/2/3 and Eutelsat F2/I-V
commercial communication satellites.

A data presentation system, otherwise
known as a 'Display System’, will vary in
accordance with the utility requirements
but is generally located at the User end of
a data processing system. Data proces-
sing systems for the aforementioned mis-
sions follow the following schematic :

Figure 1: Overview of a GSOC data pro-

cessing system.
History

The D2 dispiay system was developed
from devices agating back to the ly
1980's. Due to the cost factor, video-ba-
sed systems were replaced by terminal
based systems and these systems (initially
the alphanumeric type) were driven by a
display control computer which served ap-
proximately 16 terminals. The display con-

trol computer was a VAX Il class machine

which was also used for telemetry proces-
sing. With the growing requirement for
graphics the VAX Il machines were even-
tually replaced by VAX lll class systems.
These systems supported telemetry pro-
cessors using the non-transparent, DEC-



net, task-to-task communication protocol
with transfer of only the telemetry updates
but also included an additional feature to
transfer all parameters to refresh the dis-
play screen. These systems are based on
an 8 colour graphic terminal, driven by es-
cape (ESC) sequences from the dispiay
control computer and include the features:

alphanumeric

symbol plots

line plots

bar graphs

project specific interface (ROSAT Star
Map)

All these features can be combined into a
'Display Page'. For mission support the
page numbers ang grapnical requirements
increase considerably. The Euteisat sy-
stem has 170 display pages allocated with
140 alpha and all others graphical. These
include 100 line plots with a computer held
history.

Figure 2: alphanumeric, line-piot, sym-
bol-plot, bar-graph elements of

the display systems.

Display page hardcopies are created by
pressing the keyboard print button, produ-
cing an alphanumeric print to the direct
connected line printer. Graphic hard co-
pies are created by sending a request to
the display computer which generates a
laser print copy to a specific printer.
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™, TC, M&C

The display system features are primarily
used to display telemetry parameters with
a minimum capability to accept inputs (H
for hardcopy, F for format seiection, etc.)
and is therefore not considered a useful
tool for commanding and monitor/control.
To provide an input capability a second
system was built based on the concept to
drive a single terminal. If more than one
terminal was required the process was in-
itiated on each terminal, which is a disad-
vantage when as many as 100 terminals
may need to be activated. The variable
requirements of display system usage is
listed below :

]
3scoC ™ e usc |
“armats e 0 0300 I
Jrapnic - ! - ’

1]
ot = i 4 i
sonsois r;(\: "3 1% |
Table 1: Reguirements for TM, TC,

M&C.

There are currently two separate sytems in
operation at the MMI for satellite control.
Both systems are based on the use of ter-
minals with adaed grapnical capability.

D2 Display System

GSOC support of manned spaceflight com-
menced witn the first Spacelab mission in
1983. Subsequently a Remote POCC was
constructed at Oberpfaffenhofen to support
D1 and D2. To accomodate telemetry p

sentation requirements GSOC developed @
customized D2 Display System that was
evolved from experience gained from pre-
vious missions. The requirements inclu-
ded maximum status availability, a mouse
based user interface and service to four

large control rooms.

One of the new features included the User-
group workstation account access that
created monitoring capability for a specific
expeniment. Printers and graphical hardco-
py devices were made available in close-

S



proximity to the VAXstation 3100 worksta-
tions.

Figure 3: D2 Workstation Layout
Without specific Window standards provi-
ded for development GSOC created its
own "D2 Standard” with UIS, which is a
predecessor of the VAX/VMS X-Windows.
The D2 Standard provided a rectangular
area on the screen with a title bar, an op-
tions menu and two buftons to initiate al-
phanumeric and graphic hardcopies.
Windows can be moved using a mouse
and can be resized by a predefined factor
( 2 enlarge, 6° reduce) according to requi-
rements.

The D2 Display Sytem provides a 'Quick
Look' of dowlinked ECIO, SCIO and PPF
telemetry. A maximum of twd formats can
be displayed per workstation in a predefi-
ned alphanumeric or graphic format, with
hardcopy print capability. Furthermore a
Transfer' terminal option provides an ad-
ditional format on a remote terminal with
an alphanumeric print capability.

Display Parameter
Pages Processed
Alpha according | Special
Aumene Graphic POCC D@ Processing |
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= ]
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= i 2 :
< ) »
- L] - i
- ' e 2
o 1 3 a
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= s ' e -
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Table 22 D2 Telemetry Statistic Sum-

mary

The D2 Display system is divided into two

secuons :

e

Telemetry :

Eacn Usergroup has an account logi
n name and password. The User-
group determines the selectabie for-
mats requirea.

The D2 Dispaly System has a total of
140 display pages with 105 alphanu-
meric and 35 graphical.

M&C :

M&C can only be accessed via a privi-
leged account. This process monitors
the behaviour of each workstation and
status of the data lines with the dis-
play of data reception and quality.
Manitoring is capable as an overview
or in more detail (e.g. the status of a
single warkstation).
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| ‘ Tase Summary informaton For lvoom

B0 1 Ll
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Figure 4: Net/Task Monitoring

D2 Data Flow

RT (reaitime), PB (playback) and PPF(pay-
load parameter frame) telemetry parame-



ters are introduced to the Display LAN by
the Muiticast Write process. Every active
workstation will read the muiticast parame-
ters and update the selected pages dis-
played. Graphic updates are performed in
the backround to maintain status history.

RT PB J. PPF
Telematry Tolemetry | Telematry
E 9 P g L 9

| |
Muiticast Write
Display LAN
| 1
[ Mutticast Muiticast
Read Reac
Display Dispiay
Processing Processing
_i
Transter
Display Workstanons
]
Figure 5. D2 Data Fiow

An updated parameter is transmitted
across the LAN (3Kbps) at one second
intervals with a compiete parameter update
(24Kbps) every 20 seconds:

Conclusion

The Display System can be customised to
support future projects and adaptions are
already complete to support the ROSAT
and Eutelsat missions.

The following system features were critici-
zed post mission :

* Only two display pages per worksta-
tion were possible.

* On-line page definition changes were
not possible.

This criticism, coupled with the ongoing
development process produced the follo-
wing conclusion !
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+ Use Window Standards (X-Windows
Motif, ?) which provide a consistent
look and feel.

« Use of software toois (GUI builder,
Graphic Tools, Graphic Editors) acco-
modate the graphical user interface.

* Sophisticated user interfaces require
more powerful workstations (CPU,
memory, disk space).

« Software licence expenses are a ma-
jor contribution to the development
costs.

Emphasis is on future missions, such as
the Columbus Project and therefore with
more regard to a dynamic system accomo-
dating all possible requirements,
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ABSTRACT

INPE's S-Band Ground Station for satellite control and
monitonng is revised considering the current software

and hardware technology

A Ground Station conception for low orbit satellites is
presented. The front-end uses small antenna and low cost
associated equipments whitout loss of performance. The
baseband equipments are highly standardized and
developed on a personnal computer [BM compaubie
using extensively Digital Signal Processing (DSP). A
link budget for ranging, telecommand and telemetry is
also presented.

INTRODUCTION

TT&C Ground Stauon have uraditionally required
expensive and lengthy programmes. They have been
based on large antenas, costly high power amplifiers and
complex baseband equipments in order to perform
properly its main functions: o process and uplink
telecommands, to receive and process telemetry, to carry

out angle and ranging measurements and to allow remote

supervising.

INPE's S-Band Ground Station located at Cuiaba
consists basically of an || meter antenna with a figure of
merit (G/T) of 22 dB/K. a 2 kW Klystron high power
amplier (HPA) and associated equipments for trancking,
telemetry and telecommand processing. ranging
measurements, remote supervising and communication
with the Sateilite Control Center via a wide area network.
These facilites allow the tracking and control of satellites

ranging from low (o geostacionary orbit.

The present low orbit satellite mussions profile and the
current available echnology for both space und ground
equipments dnve the new TT&C Ground Stations
towards a downsizing and low cost design without
significant loss of reliability and flexibility

This paper presents a compact and low cost m
for TT&C S-Band Ground Stauon. The baseband
equipments are based on PC technology and implemented
using extensively Digial Signal Processing (DSP)
techniques. This  aproach reduces <cost and
implementanon ume. resulting in highly standardized
equipments, The Front End uses small antenas and low
cost solid state power amplifier. All the Ground Station
subsystems are conected to a local area network (LAN)
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communication with a not co-located control center via a
wide area network (WAN) or telephone link.

ARCHITECTURE DESCRIPTION

Figure 1 presents the INPE's Ground Staton
architecture. All the equipments are remote monitored
and/or controlled by the stauon computer trough
monitoring and control units (MCUs) using a RS 232C
interface. This solution was adopted because the vanery
of equipments interfaces (IEEE 488. RS 232C, digual
signals), the limited number of ports available on the
stauon computer and in order to avoid useless daia
exchange. Concerming the commumication with the
Satellite Control Center at Sao Jose dos Campos. all the
baseband equipments. but the telecommand. are
connected to the wide area network through a senal
communication unit (SCU) and a protocol converter. The
INPE's Ground Station was conceived in the muddle of
the 80s using the technology available at that ume.
resulting in a
interconnections. Besides that, the use of a large antenna.
2 kW HPA and RF associate& equipments implied in a

costly and complex system in terms of installaton.

large number of equipments and

operation, maintenance and upgrade.

The low orbit satellite mission requirements which
includes cost and complexity reduction. easy upgrading
and maintenance, operation and configuration flexibility
lead us to conceive a compact low cost architecture based
on the present hardware and software technology. This
does mot imply in loss of performance or overail

flexibility as it will be shown. A typical link budget for a

low orbit (800 km) satellite, operating in the S-Band
(2033.2 MHz uplink and 2208 MHz downlink), is shown
in Table 1. A 3m antenna and tracking for elevation

angle greater than 10 degrees are assumed. All

subsystems operate with margin greater than 2 dB and no
significant loss of performance is noticed.

The overall compact ground station architeture is shown
in Figure 2 and its main subsystems are:

* Ranging and Range Rate

» Acquisition and Tracking Control
« Front End and RF Equipments

» Telemetry and Telecommand

» Time and Frequency

* Supervision and Communication,

All the bascband equipments are developed in a
compatible personnal computer (PC) platform to which
are added dedicated hardware and software, The
hardware 1s as always as possible implemented as
dedicated PC board connected to the computer bus.
Digital Signal Processing (DSP) tools and support
facilites commercially available for IBM PC are
extensively used providing standardization, reliability
and flexibility. The data exchange between the
equipments (ranging and range rate. telemetry,
telecommand and supervising) 1s extremely simplified
emploving a local area network (LAN) implemented with
cheap off the shelf tools. The LAN is connected to a wide
area network (WAN) allowing communication with the

control center.

The software for acqusition and ?u-acking,
teiecommand. telemetrv, ranging and range rate
processing is distnibuted over the PC network. Once the
PCs can do local control and monitoring, supervising
funcuons are simplified. Log, backup and other
operational functions can be performed by a single
computer connected to the LAN. Therefore the ground

station ¢can operate independently from the control center.
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Table 1 - Typical Low Orbit Sateilite Link Budget.

UP LINK

Earth Station (E/S) EIRP
Free Space Loss

E/S Pointing Loss
Atmosphenc Loss
Polanzation Loss
Boltzmann constant

S/C GIT

Up-link $/No

Carrier Modulauon Loss (1.31 rad)
Cammer C/No

C/N (PLL Noise BW=800 Hz)
Receiver Threshold

CARRIER MARGIN

RANGING (RG)

RG major tone mod. loss (.82 rad)
Up-link major tone S/No

RG minor tone mod, loss (.42 mdi
Up-link minor tone S/No
TELECOMMAND (TC)

TC Modulation Loss (0.93 rad)
TC S/No

Required TC S/No

TC MARGIN

52.0dBW
166.1 dB
0.5dB
0.5 dB
|.5dB
-228.6dB

-48.0 dB/K

63 9 dBHz

3vdB
60.0 dBHz
3l.0dB
10.0 dB

21.0dB

7.8dB
36.1-dBHz

14.2dB
49.7 dBHz

6.5dB
57.4dBHz
49.0dB

8.4dB

DOWN LINK
S/C EIRP 10.0 dBm
Free Space Loss 166.8 dB
E/S Antenna Pointing Loss 0.5 dB
Atmospheric Loss 0.5 dB
Polanzauon Loss 1.5dB
Boltzmann constant -228.6 dB
Earnth Station G/T 12.0 dB/K
Down Link S/No 51.3dB
Camer Modulation Loss (.26 rad) 6.9dB
Cammier C/No 44 4 dBHz
Camer Required C/No 40.0 dBHz
CARRIER MARGIN 44 dB
Major tone mod, loss (.34 rad) 19.2dB
Major tone down-link $/No 32.1 dBHz
Total Major tone S/No 32.0 dBHz
Major tone required $/No 25.0 dBHz
MAJOR TONE MARGIN 7.0 dB
Minor tone mod. loss (.16 rad) 257dB
Minor tone down link $/No 25.6 dBHz
Total minor tone S/No 255 dBHz
Minor tone required S/No 16.0 dBHz

-—————.ﬁ*

MINOR TONE MARGIN 9538 *
T™M Modulation Loss (1.03 rad) 34dB
T™ S/No 47.9 dBHz
TM Required S/No 45.7 dBHz
T™ MARGIN 2.2dB
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Figure 1 - INPE's S-Band Ground Station Simplified Block Diagram.
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Figure 2 - Overall Architecture of the Compact and Low Cost Ground Station.
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FRONT END AND RF EQUIPMENTS

The front end equipments consist basically of a 3 meter
antenna and an | dB LNA giving a figure of ment of i2
dB/K, an 100 Watts power amplifier. commercial

receivers and RF components implving in cost reduction.

ACQUISITION AND TRACKING

The front end equipments control/momitoning and the
software needed for acqusiion and tracking function

runs in a PC connected to the LAN

TIME AND FREQUENCY

The time and frequency references necessary for
sychronization of all subsystems are obtained from a
commercial GPS receiver that provides an accurate 3
MHz and an IRIG-B time standard.

TELECOMMAND AND TELEMETRY

The telecommand and telemetry processing is done by a
single PC platform to wich the necessary hardware and
software are developed.

The hardware, icluding telecommand video modulation.

telemetry video demodulauon, bit and frame

svchromization. frame integnty checking and self test
facilites, s plugged directly in the PC bus. An

implementation loss less than 3 dB is obtained for

telemetry video signal demodulaton and  bit
svnchronizauon
The software 1s implemented under Windows

environment having the following main fuctions:

* 10 receive telecommand request from the contral
center:

» 10 format and transmit telecommands;

* {0 receive and to store continuousiv the telemetry
data. displaving locaily the processed telemetry data
in engineenng units and doing limit checking on
specified telemetnies:

« 10 send the telemetry to the control center;

» to control and monitor the hardware parameters:

¢ [0 mantan log of the main events such as
teleccommand request and tramussion, hardware
configuration etc.

RANGING AND RANGE RATE

All ranging and rage rate fuctions are implemented on
single PC platiorm. The range rate hardware is put into
the computer while the ranging hardware is a separate
module connected to the PC via RS 232C or [EEE 488
interface.
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SUPERVISING AND COMMUNICATION

The supervising data from all subsystems is sent to the
supervising computer which displays locally ail necessary
data related to ground station hardware and software
status. It is aiso possible to configure all the main ground
station parameters from the supervising and
communication computer, providing a high degree of
automation. This computer is responsible for the
communication with the control center which can control

remotely the ground station operation.

CONCLUSIONS

The ground station conception presented here provides
operation flexibility and reability besides a significant
development tme and cost reduction by using
commercially available software and hardware and
developping high standardized dedicated equipments. No
redundancy is assumed and when reability must be
improved this can be achieved by means of spare parts

with only incremental costs.

The installation, operation and maintenance are greatly
simplified because the high degree of svstem integraton
and standardizauon. Upgrade can be easily done due o
the modular approach adopted in the sysiem design.
increasing system lifetime.

This conception allows the ground station to operate both
in standalone mode or

control center.

under control of the satellite
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ABSTRACT

Small Satellite Missions are raising a
growing interest among the user
community as their potential benefits in
terms of cost and schedule are becoming
more and more evident.

On the other hand . for the traditional
missions , the ever-increasing science
and performance requirements lead to
corresponding increases in performance
., complexity , novelly and high cost of
Ground Segment and Operations.

The goal of this paper is to show the
main results of a. study led by
MATRA.MARCONILSPACE for ESA/ESOC
called "Ground Segment & Operations
concepts for Small Satellite Missions™. -
The objective of this study is to increase
the ESOC’'s understanding on the Ground

Segment aspects for Small Sateilite
Missions in identifying areas of
potential optimisation with a view 1o

achieve acceptable ratios between Space
segment and Ground scgment costs.

The study approach is composed of 1wo

main steps ; [firstly , traditional
missions are evaluated in order 1o
highlight the main cost drivers and

sizing components cosis .

In a sccond step , from the seclected
Small Model Missions , Ground Segment
and Operations concepts are defined for
cach kind of mission (Science,Earth
Observation, Telecomms)
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Finally , for each mission , three options
(low cost,low risk,reuse of ESOC) are
designed and costed.

During the first part , the following
conventional missions have been
evaluated in terms of sizing cost

HIPPARCOS,ERS1/SPOT HISPASAT.

For each mission , a cost breakdown is
given showing the repartition of the
costs between the components of the
Ground Segment (Mission Control
Center,Ground Stations,Communication,
Operations ...). The main cost drivers
and the major cost components are
highlighted.

Corresponding to the second step , the
selected Small Satellite Missions are
CUBE/SOLID for Science , Sea Altimetry
for Earth Observation , S80T/TAQS for
Telecomms .

For cach mission , three options (low
cost . low risk , Maximum reuse of ESOC
infrastructure ) are assessed and
costed.These three options are compared
w.rt costs and risks and a preferred
baseline is chosen in terms of " Mission
Return / Cost Unit".



In developing Ground Segment and
Operations concepts for future Small
Satellite Missions , it is nawral to siart
from the basis of the experience gained
with past and present ESA missions.A
critical analysis of the cost elements
and cost drivers for conventional
missions can yield important clues as to
how the Ground Segment and Operations
costs may be reduced for Small Sateilite
Missions in a similar proportion to
those of the Space Segment , such that
the overall cost envelope can be
achieved.

1 STUDY APPROACH :
In order to reach the objective of the

study , a study approach associated with
a study logic has been defined (fig 1).

Definition of Smak
Modgel Mewons

Development of G/S
of Small Masions

Trade-ofts and
Evaluation of the
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The study approach is divided into three
main sieps .

The first step is composed of three main
tasks performed in parallel . The major
one corresponds to the "Analysis of
Conventional Missions” like
HIPPARCOS.ERS1/SPOT HISPASAT. Two
other tasks are performed in parallel;

a Review of Novel concepts for Ground
Segment and Operations , and a
definivon of Small Model Missions (e.g
ESA missions for CUBE/SOLID).

The second step is the heart of the study
and corresponds to build Ground
Segment and to define the Operations
concepts for the selected Small Model
Missions.

The :hird siep consists in performing a
costing of each component leading to the
overall cost (bottom-up approach) of
each option . Finally trade-offs are
performed and a preferred baseline is
chosen.

2. CONVENTIONAL MISSIONS :

2.1 SELECTION OF MISSIONS :

The conventional missions which have
been selected are :

- HIPPARCOS for Science

- ERS1 & SPOT for Earth Observation

- HISPASAT for Telecommunications

The selection of these missions has been
performed on the major following
criteria

- Their representativity in each
discipline

- Existing programmes

- Availability of data -

- European programmes '

- Different customers (European versus
National)

- Programmes of different natures
(commercial versus governmental)

- Expertise of the company

- Common background between ESOC and
MATRA MARCONI SPACE.



22 EVALUATION OF MISSIONS :
2.2.1 Meshodology :

A special emphasis of the swdy is to
identify cost drivers that directly
impact segment and operations. This
analysis relies om a realistic cost
database issued from
MATRA.MARCONIL.SPACE and ESA
experience that entails all componenis
of a programme cost such as the satellite
development costs : the interrelations
between Ground Segment and Operations
definition and the Satellite design are
highlighted so that the feasibility of a
Ground design option or new operations
concepts could be assessed .

A detailed preliminary list of cost
drivers is proposed with a clear
correspondance with the mission
definition but also with the system
design and programme management
approach (Fig 2).

Finaily

breakdown

, a reference gnd is established
with the main cost
is given

drivers A cost

for each

convenuonai mission (Fig 3).

COST DRIVERS
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| e

Operations Concrots

GS & Exploitation  ———a
-
GROUND SEGMENT

MAIN COST COMPONENTS

COST DRIVERS ?
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2.2 Results :

The main results about the evaluation of
the conventional missions are given
hereafter

For each kind of mission , two cost
breakdowns are shown :

- the first one corresponds 1o
"Impiementation phase” inciuding
development of the Ground Segment
the preparation of the Operations

- the second one corresponds to
"Operational phase” including
running costs for Ground Segment
Operations during the lifetime of
Satellite (or family of satellites).

the
the
and
the

the
and

The main cost drivers and the major cost
components are highlighted.



3 .SMALL_MISSIONS :

3.1 SELECTION OF MISSIONS :

The mission which have been selected

are :
The CUBE mission will support a Cosmic

Background Observation The SOLID
mission will support a Sun Observation

Mission (measurement of the Solar
diameter and measurement of the Solar
irradiance)

The choice of these mission as a Smail
Model Mission for Science area has been
made for two major reasons ;

- the first one is due to the fact thar this
mission is one of them seiected by ESA
in the “call for ideas for small
missions” as mentioned ,

- the second one is that this mission
presents some similarities with
HIPPARCOS mission and thus appears
fully in line within the frame of the
study.

sy o7 =l [ .
) ton Mission :

The Altimetry mission is composed of
three main functions ; measurement of
the distance between Satellite and Sea
surface , measurement of the wet
tropospheric disturbance ;
subdecimetric orbit determination

This mission corresponds to an example
of descoping of ERS mission which has
been evaluated in the previous step .

. S80/TAQS Missi ¢
Tel s ST

The most promising Small
Telecommunications Mission could be
based on LEO constellations As a
reference Mission : a data
transmission/localisation mission has
been chosen specialised in
communications with mobiles.It i1s one of
the more simple,the space segment being
limited to 5 satellites and it is one of
the major reason to justify the choice of
this mission.
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3.2 EVALUATION OF MISSIONS :
3.2.1 Methodology :

This section corresponds to the central
activity of the study where the different
operations concepts and design options
of the Ground Segment will be defined in
relation with mission definition and
satellite design charactenistics . A cost
driver approach is necessary lo select
solutions compatible with budgets of a
smail mission programme , but on the
other hand the mission objectives and
the feasibility of the overall design
(satellite + operations + ground .
segment) are clearly considered.An
iterative approach with successive
refinements of the design and cost
information is performed , many design
options and cost implications are
identified hereafter

Before to establish the design of the
Ground Segment & Operations concepts ,
the main requirements from Mission
definition and Satellite design are
idenufied for each kind of mission.

3.2.2 Resulls :

For each kind of area (Science , Earth
Observation , Telecomm) , a functional
diagram s given and the options which
have been designed from the Small
Mission requirements are presented .

Three options are described ;

a "low-risk” option,

a "low-cost” option ,

a maximum reuse of ESOC infrastructure
option
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A strong innovation for function and
design has been performed with a
conventional top level architecture .
The major points from the evaluation of
the Small Model Missions are listed
hereafter

It is necessary to think “Integrated
Global System" including Satellite
design , Operations and Ground Segment
definition.

This approach is essantial in particular
for the following points ; mission outage
and spacecraft autonomy ., use of
standarts(CCSDS.COES,..) with regards
1o costs,size daia flow versus storage
capacity,spacecraft and Ground Segment
complexity, LEOP constraints
continuity between Satellite
development and Ground Segment
Operations.

- Qverall Ground Scgment design

For the design of the Ground Segment
and the associated Operations concepts .
some of the major issues are described
herealter

= it is necessary to get a
compatibility between mission
price and duration no complusary
back-up w.r.t major risks on ground
(fire..) . no Z4hours permanent
staffing...

- for the development phase , the major
following points have 10 be considered :
maximum reuse of existing
infrastructure , maximum reuse
of off-the-shelf equipments
shorter lifetime...

- trade simplicity (e.g commanding)
man effort for routine operations , reusc
of existing package of a multimission
infrastructure...

- Users involvment 2 minimum of
preprocessing have to be
performed (users directly handle the
payload data), a low level of interaction
for using the payload have o be
necessary.
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4 EVALUATION OF THE BASELINE

During the last sicp , a trade-off will be
performed beiween all options leading 10
a preferred bascline .

To do that . a preliminary task will be
performed corresponding to the
establishment of a list of objective
critcria (e.g : 20% of the overall
budget.level of compatibility w.r.t
existing, flexibility,risk  assessment...)
Then , for cach option , a total cost will
be eswuablished from a bottom-up
approach (costing of each components
leading to the total cost).The main
components will be highlighted with the
associated cost drivers.

Finally.after the trade-off using the
objective criteria list,the preferred
bascline will be chosen and a detailed
cost analysis will be performed.
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Abstract

After analysing why it is vital to keep data from
spaceborne scientific experiments in the long rerm.
artention is drawn to the insufficient use of exisung data.
The second part summanzes the technical requirements
that must now be taken into account as far as ground
systems are concerned in order to preserve future data
and make it as independent as possible from operaung
systems. Finally, the data access needs of the scienufic
community will be investigated and certain conseguences
on the architecture of project ground systems identified.

Key words: archival, scientific data, data access
Foreword

This paper does not describe any particular technical
accomplishment. It presents a synthetic approach to the
long-term archival needs applying to data from
spaceborne scientific expeniments and the consequences
of such needs on ground systems. The term "ground
system” is here used in its widest sense, not being limited
to the control of in-flight operanons. More especaily, it
includes all archival and data availability functionalities
ansing from spacebomne experiments.

Long-term scientific data archival needs

An enormous amount of data from scientific space
missions has been accumulated since the beginming of
the space era. Such data covers all space-related
scientific disciplines: astronomy, planetology, geodesy,
space physics, solar physics, the Earth's environment
sciences, biology, chemistry etc. The data is stored in
numerous different agencies, institutes and laboratories
and their state of storage and accessibility vanes widely
from one 1o another. [t would be quite reasonable to
wonder whether all this data is of much interest
nowadays and whether archiving it serves any useful
purpose.

Since 1992, CNES hac been working with Freach
research laboratories to assess the current scientific
interest in data from space mussions that have been being
analysed for the past 20 years or more, This evaluauon
covered quite a wide range both of international missions
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flying French experiments and of scientific disciplines.
We could quote the following missions in particular;
0S0-8 (1975: solar physics), GEOS1 and GEOS2 (1977
and 1978: study of the terrestrial magnetosphere), ISEE1
and ISEE2 (1972: study of boundary regions between the
solar wind and the magnetosphere), ISEE3-ICE (1978.
conunuing (o operate even today: study of the solar wind,
the magnetosphere's tail. flight through the wul of the
Giacobinm-Zinner comet), ARCAD-3 (1981: space
physics), VIKING (1986: Swedish satellite studying the
auroral magnetosphere), PHOBOS (1988: stdies of
PHOBOS, MARS and the interplanetary/interstellar
environment), HIPPARCOS (1989: astrometry) etc.

The main comment from users was that the lines of
invesugation arising from such data are far from
exhausted and most of it is sull of major scientific
interest:

- numerous observations are unique as they were
made in regions not planned (o be revisited by similar
nussions or because they are related to specific events
such as the passing of a comet, gamma-ray bursts etc.,

- in other cases, they play an important role in
the preparation of future missions,

- & certain number of theories have been revised
and data can now be reinvestigated from a new

L

- the scientific community is making increasing
numbers of correlauons between data from various
different instruments (multispectral analysis) and is also
investgaung changes in observed phenomena over
several decades, such phenomena not always coming
under the heading of environmental sci :

- cenain phenomena are far from clear and
vanious contradictory scienufic theones are advanced
(such as the origin of cosmic gamma bursts), requiring
that observational data be kept,

- some data is currently used for new
applicauons disunct from the initial objectives: Emission
of eclectromagnenc waves from the epicenure of
magnetosphere has been observed on the GEOS2 data
This could lead to the use of such space data within
disciplines such as seismology and geology.

Needless to say, all these considerations do not rule out
the sifting through of data so as to eliminate that




considered 10 be of no use (no doubt a considerable
amount !).

These conclusions agree with the views of other
international space agencies. The USA has set up
institutions 10 be responsible for or w0 orgamize the
preservauon of the precious hentage that space dawa
represents, The European Space Agency is currently
taking steps to provide for the long-term archival and
availability of expenmental dawa. and thus for each
scientific mission.

Technical review of the state of existing data

The assets represented by space data are not used to the
full ar the moment for three main reasons:

Firstly, because data access is not always simpie.
Despite the efforts made by the vanous nauonal space
agencies t0 save daw , it has suffered badly from the
successive generatons of computers and operaung
systems. In the past. file structures were often dependent
upon operating systems thar have since become cbsoiete.
Similarly, the binary coding of integers and floaung
decimals have not proved portable. The inexacurude.
incompleteness or even absence of data descniptors have
also proved major obstacies o dama access. What s
certun, because this was a factor we were able
quanufy, is that the more accessible the data. the more 1t
1s used.

The second reason is linked to the fact that sxisung
archives were rarely designed for use by scienusts other
than those taking part in the onginal invesugatons.
This aspect affects not only the nature of archived data.
but the completeness and legibility of documentanon
and, finally, the way data access is grgamzed.

Finally, it must be recogmsed that unul the 1980s,
there was no internauonal catalogue lisung all space data
available. Up ull then, a considerable amount of data
remained unknown. Data was mainly used by the teams
of the principal invesugators. The rule staung thar data
shall be opened up w the whole scienufic community
once the principal investigators' penod of exclusive use
is over, is not always put into practice.

In the light of this situation, the various space agencies
have begun restoring data open to such a possibility :
NASA's Space Science Data Center, for example, has set
up the "data restorauon program”, and CNES has aiso
begun such a programme. However, the cost of these
programmes and the difficuit conditons in which they
are camed out force us (o seek surer means for the data
from future mussions.

New needs
The volume of data produced by space mussions and

the length of time duning which data needs to be kept are
both increasing. For some missions, data has to be kept
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for several decades. The current situation is
charactenzed by three aspects: firstly, the needs for such
data 1o be piaced at the disposal of a large community
are becomung increasingly explicit; secondly and
coacurrently, technological advances in data storage
faciliies are leading o 2 significant drop in storage
costs; and thirdly, perhaps most imporantly, there is a
gradual emergence of a certain number of data-related
standards. These observations, together with our own
sxpenience 1n the management and restoral of existing
data have led us 10 a new stage in which data
preservauon needs are analysed very early in the project
- dunng the feasibility study - and all the consequences
on the project's ground system specifications are set
out at that point in ume. When the ume for the ground
system specificanon phase comes, space science projects
must be able (o reply to the following three questions:

1. Which data from this project will need to be kept
in the long term ?

2. With which special technical specifications does
this data need to comply ?

J. What data access facilities will the Principal
Investigators  and. afterwards, the scientific
community, be offered ?

The answer to the first question is a scienufic one; an
accurate answer can only be @iven on a case-by-case
basis. Two general observations should. however. be
made. The use currently made of data gathered from the
major mussions of the 1970s. and parucularly the
muitipitcity of invesugauons and applicauons not
thought of at the beginmung of such mussions lead us o
Delieve that it is vital to keep hugh-resolution data. The
long-term conmservauon of data also umplies that
scienusts who did not parucipate o the ongnal
investiganons and who do not have full knowledge of the
spaceborne instruments used will also use this data. This
1S why we consider it preferable to seek to systemaucaily
keep data un us physical values, though this does not
exclude keeping raw data roo.

The answer (0 the second question, relaung to the
technical specificatons applicable to daw, will be
developed below, whereas the means used to access the
data will be examuned in the last parn of the paper.

First of all, we have to define what we mean by "long-
term archival”, Takinganarbluaryﬁmwewadsay
that “long-term” umplics storage longer than five vears.
In pracucal terms, data is always stored on a physical
storage medium and read by a computer and software
(software packages, languages. user software programs
eic.). It can also be transferred over a network and
copied onto a physical medium for circulation. After
five years. it is highly probable that one or more of the
pans just mentioned (physical medium, computer,
software, network) will have been upgraded or even
changed quite radically. Consequently, the system used
to access the data in question also has to change.



New technical requirements applying to data

Long-term archival must sansfy the following needs:
- to physically preserve the data: 1e. (o guarantee s
integrity (and thus its "durabuity") for a defined or
undefined period and guarantee physical access o the
data
- associate with the data all iems needed for us
interpretation. and keep both.
- mimmize the impact of changes in archive and data
access systems by making the data as independent as
possible from such systems.
- keep or make the user commumty aware of the data and
its accessibility by that same comumurny.

The technical requirements summanzed below were
drawn up on the basis of these needs:

Ensuring the physical preservation of data and
associated items

The physical durability of data and all the
computerized constituents must be ensured throughout
the planned archival lifeume. This requirement implies
that, aking into account;

- physical storage media used.

- planned storage conditions
humidity, secunty eic.),

- checking and media renewal procedures

- measures taken (o avoid the accidentai
destruction of data,

- the physical and human organizauon required
for these tasks,
the physical durability of data, documents. photograpis,
films etc. will be ensured with an evaluated and accepted
nsk of loss. The question of durability also concerns the
hardware used to read the physical media on which the
data is stored. »

(temperature.

Data charactenistics and structure

Archived files must be sequenual and not comtain
information specific to the operaung system on wiuch
the data was either created or managed.

Data shall be structured: at least in conformance with
CCSDS recommendations as regards SFDUs. or in
conformance with recognised science data formats such
as FITS or CDF.

Coding modes authonized will in the main be restncted
to ASCII for coded data. For binary data. the [EEE
representatuon wall be used for floaung numbers and the
MSB (Most Significant Byte first) representaton with
two's complement on 8, 16 or 32 bus for integers.
Finally, CGM. JPEG and GIF standards will be used for
coding graphic data.

The representation of time and dates shall comply with
CCSDS recommendation 301.0-B-2: Time Code Formats
(blue book).

Metadata

The detailed syntaxical and semannc. content of data
shall be descnibed in a data descnpuon document, [n the
absence of internaoonally recogmised standards n this
area, a CNES standard! has been defined so as (o
guarantee the nomogeneiwy and exhausuvity of data
descripuon gocuments

Catalogues are special files which point. either directly
or indirectly, 0 data fles and enable the user to find out
their contents. There shall be an ASCll-coded sequential
version of these catalogues.

An overall descripuon of sach data set shall be drawn
up in accordance with the Directorv [nterchange Format
(DIF) standard® ~ Furthermore. when data is considered
"public" insofar as it may be used by the scienufic
community, the Directory Interchange Format shall be
introduced into the nternational database consttuted by
the Master Directory, which evervbody may access
through the Internauonal Directory Network.

Reference documentation shall be wnitten for each data
set, including a daw user's manual to specify in
particular the precautions o be taken when using the
data. in the light of the sxpenment's actual operation.
This documentation shall also include a descniption of
the spaceborne insuruments and in-flight operauons, a
list of scientific publications associated with the data erc.

Data-associated parameters

Awaliary data, calibraton parameters, locatuon data
(orbit. trajectory) and atutude data shall all be kept in the
same way and respect the same requirements as main
data.

Data-associated software

The cost of mantaimng software can be extremeiy
high in the long-term. Only perfectly jusufiable cases
will therefore be accepted for software maintenance,
Furthermore, such software will only be accepted if it
respects 4 certain numoer of strict rules: delivery of the
source code, conformance o [SO, FORTRAN, C or Ada
standards. availability of a validatuon environment gic.
On the other hand, if no maintenance is requured, the
source codes for software used to create the daa shail be
kept frozen when the data is archived.

Application

The technical requirements summarized above will be
applied for the future systems used to process and
archive dawa from future scienufic mussions being
prepared by CNES - mussions such as MARS 94 or the
Mass Processing Centre for data from French spaceborne
experiments flown dunng the European mission
CLUSTER. These requirements consutute additional
constraints. but that is a small price to pay compared
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with both the value of the scienufic hentage o be
preserved and the international community's outlay for
the construction and implemenwavon of  scienufic
mussions. Finally, it may be said that while we believe
that these requirements consutute a conditon necessary
for the conservanon of data, thev are not all-sutficient:
an in-depth scientific knowiedge of data which could be
called scienufic experise must aiso be kept acuve and
alive at the same ume. Tlus is an aspect that wiil not be
developed further n this paper.

The scientific community's access to data

Our thoughts on the long-term preservaton of data are
sufficiently well formalized to be abie to move on 1o the
state of applicable specificauons. This is not yer the case
for the question of data access systems. This is why this
secuon will limit itself to laying out a cenain number of
guidelines and new constraints (0 be taken into account.

The lifeume of ground systems for projects is often
limited to the satellite's lifeume or the ume needed for
data preprocessing. The data iself. however. must be
made durable for much longer. Depending on the
situation. the data couid either be archuved directly 1n a
durable structure or, at the end of the mussion. transfered
to such a structure. The cost of the transter and the
temporary break in data access that mught be invoived
shall be taken into account when defining the system.

Data users will firstly be Pnnapal and Co-
Investigators, then the whole scienufic community once
the data is opened up. A new category of users with
incomplete knowledge of the experiment and resulting
data will call upon the data access system. This system
must therefore be thought out wath both categones of
user in mund.

Users must have at their disposal means of knowing
what data exists in order to be able to select whichever
data interests them and then access the data useif. These
requirements point to a three-level funcuonal
architecture, with:

a) a directory level, b) an inventory level, and c) a basic
level.

a) The directory level is the highest and allows the user
to find out what data currently exists and in which data
centre it is stored. This level 1s ensured by the
International Directory Network.

b) The inventory level i1s where the user finds the
scientific and techmical characterisucs of each dawm
granule archived. It is by inputung his search cnitena at
this level that the user can see which data corresponds to
his cntena. The search cnitena may be very vaned
(time, measurement location, events, conditions &tc.) but
must be perfectly intelligible and relevant for users. The
inventory level, which also contains data charactensucs
and the pointers to physical storage units, will most often
be organized using a relational or object-oriented data
base management system. Data bases constructed in this

way are not static - they must be living objects, offering
scientists funcuonalities with whuch they can gradually
ennch the inventory level by adding key words, svents
peculiar to their discipline etc.

¢) The basic ievel corresponds to all the data archived.

Thus three-ievel model also orfers a response to the
interoperability question. Without deveioping thus aspect
further. we must be aware that the need for different data
svstems (0 be interoperable will increase in line wath the
muitipiication of both means of communication and data
access.

The technological developments in the area of storage,
robouc access to physical media and nerwork capacity
have greatly increased the possibilitues of immediate, on-
line access to data. Consequenty, the data archive
centre and the main data access point need not be in
close geographical proxamuty. Data archive centres
responsible for keeping large volumes of dawa require
specialised techmical facilites and technicians.
Simularly, scienufic experuse on the dawa is far more
useful at the access point than at the archive centre.

Part of the above considerauons are being put into
pracuce for the internauonal solar observauon mussion
SOHO (whose launch is planned for 1995). Of the 11
expennments (o be flown. three are French and two others
have French parucipants. The long-term archuval of data
from all five expenments 1s currently planned in France
on the basis of a techmcal archuve cenwre at CNES
Toulouse and a scienufic centre 700 km away at the
Institut d'Astrophysique Spatiale (Insutute of Space
Astrophysics). The technical centre will be responsible
for the inclusion of data in the archuves and its
maintenance as part of multinussion facilites, The
scientific centre will be the main data access point. This
centre will have acuwvities relatng to the programmung of
instruments dunng flight and to the processing and
analysis of data. The data base should be set up in the
scientific centre.

Conclusion

Our main preoccupation has been the technical aspects
of data preservauon and access. It should be pointed out,
however, mmmmmpm@-
hand with measures that concern human organization,
and 1n parucular the durability of structures responsible
for archuving data and making 1t available 10 scientific
users.
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ABSTRACT current generation of infrastructure

software (SCOS I) has become costly.

This i1s due, at least in part, to the

This article describes the new inflexibility of the SCOSI system
Mission Control infrastructure structure and the resulting
software that is being developed at difficulty of <customising SCOSI

the Eurcopean Space Cperations Centre
in Darmstadt. This infrastructure is
the second generation of the
Spacecraft Control Operations System
(SCOSII). The reasons behind the
production of the new infrastructure
software are given followed by an
introduction E£p the subject of
Mission Control. A sketch of the way
in which a future SCOS II systems
will address some of the 1issues
involved in mission control :is
provided. By way of contrast brief

compariscns with the rent
infrastructure system (SCOS I) are
made. To complete the picture the
Project status and plans are
summarised.

Why do we need a new infrastructure?

Before embarking on a major
development such as SCOSII it is
important to have a good view of the
reasons or aims for the investment of
such large amounts of money and
manpower. These can be ©broadly
categorised as follows:

. financial
The development and maintenance of
Mission Control systems based on the
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software to a mission and of adding
mission specific software to the
basic system.

- functional
The increasing complexity of missions
requires a corresponding increase in

the capabilities of the control
systems. For the same reason the
effort involved in preparing for

mission operations 1S increasing. The
SCOSII infrastructure will improve
the suppers provided to the
operations staff in both mission
operations and mission preparation.
Improved support is also expected to
help reduce operations costs.

L stracegic <

The cost of computer hardware for
previous systems has been an item for
concern. This 1is partly due to the
centralised architecture of current
systems which, together with the
mounting performance requirements and
complexity of processing required,
has led to the need for large and
powerful host computers to support
the systems. This has resulted in
dependence on the operating system
and basic software provided by
vendors of the particular host
computers chosen, thus effectively



tying the Agency to these vendors. To
avoid this the SCOSII infrastructure
is required to operate in a hardware
and basic software environment which
is vendor independent.

What 1is Mission Control?

In general terms "Mission Control"
refers to the taaks of preparing,
planning, executing and subsequently
reporting on the operations of a
spacecraft mission.

. Mission Preparation

A vast amount of information (mainly
in the form of documents) is produced
during the manufacture of a
spacecraft. A portion of this
information is essential to the
operations of the spacecratt. The
corresponding documents must be
isolated, collected and then used as
a basis for defining operaticons :in
terms of procedures, each procedure
having a specific operational goal.

SCOSII based control systems will
provide facilities <for electronic
storage and review of documents in
many common formats and for the
creation of links between documents

to allow easier correlation of
related information.

. Mission Planning

For reasons of both safety and

efficiency it is normal practice to
pre-plan and automate operations as
far as possible. This -pre-planning

can be done in the form of manual
procedures prepared before launch.
However, in general, not all
operations can be defined and
scheduled before launch. In
particular, for operations of
payloads, operations schedules will

be prepared a day or several days in
advance. These schedules must attempt

to achieve a set of goals (e.g
satisfy requests for payload
utilisation for its end  users)

subject to any applicable constraints
(e.g onboard power, available ground
station contacts, payload instrument
conflicts etc.). To date, mission
planning has been done on a special-
to-project basis.

ESOC is currently studying the
possibilities of providing generic
support for the planning process.
Once identified, such generic support
can be included in a future reliease
of the SCOSII infrastructure.

The result of Mission planning is a
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detailed schedule of activities or
high-level operations. Whatever the
nature of the planning process we
plan chat SCOSII will be able to
transiate the operations timeline or

schedule into a specific set of
spacecraft commands.

# Mission Execution

The schedules resulting from the

planning will result in operations
winich will in general affect both the
ground facilities ("ground segment")
and the spacecrait ("space segment”).
The resulting behaviour must be
monitored. Discrepancies between the
expected benaviour (as contained in
che schedule) and the actual
behaviour must be identified and
corrective action taken.

Systems based on the SCOSII
infrastructure will make major
improvements in the support for

mission execution. We hope to reduce
the time spent by operations staff in
mechanical or repetitive activities
by providing a system which automates
many of these functions. We also hope
to achieve a better match between the
user's view of the mission and the
one embedded in the control system.
Space segment monitor and control
activities are often complicated by
the limitations on the access to the
spacecraft, e.g. due to limited data
rates on telemetry and telecommand
links, periods in which the ground
station is out of contact with the
spacecraft etc. It follows that an
area of particular interest is to try
to «correct for the distortions
introduced by the limitations in
access to the spacecraft, thus
allowing operations engineers to
concentrate more on the end object
(the spacecraft) and less on the
methods used to access it (telemetry
parameters, network 1iaks,
telecommands etc.)

- Mission Reporting

In order to determine whether the
mission goals are being achieved
long term behaviour of the spacecraft
and the ground segment must be
evaluated and reports provided to the
mission management. This is also
commcnly referred to by the general

term Spacecraft Performance
Evaluat:ion.

Future S5SCOSII based systems will
contain integrated support for

analysis and summary work as opposed
to the loosely coupled and
independently implemented service
provided to date. We plan to take
advantage of commercial analysis &



visualisation packages (e.g.
PV-WAVE®) rather than  relying
exclusively on purpose-puilt
software.

Despite the apparently sequential
nature of the activities described
above each usually continues for the
duration of the mission. For example
feedback from the reporting often
affects the planning of subsequent
operations, procedures may be updated
as a result of executicn ancmalies
and replanning takes place at Zairly
short intervals to gptimise rasource
usage or to correct deviations from
the overall mission goals. Mission
preparation may need to be done
during a mission if a major anomaly
occurs, necessitacing adjuscment to
new mission assumptions or goals.

Bach of these activities has 1ts own
special challenges for botl the users
and the providers of Mission Control
Systems; the SCOSII infrastructure
system will become the foundat:icn of
a coordinated set of zools wnhico will
meet these challenges gzroviding a
Mission Control Infrastructure which,
for the first time, covers all of
these activities.

How can we approach these issues?

This section covers some of the more
interesting facets of SCOSII and
shows their application to some oI
the mission ceontrol activities
summarised earliger. Most of the
material covered here arises from
proposed improvements to the
execution phase software, the area in
which most of the original thought
has been invested. The improvements
to the support for the other phases
will depend on integration of a
carefully chosen set of commercial

tools (for example, in the area of
Mission Preparation, publishing
software with hypertext link

capabilities and, in the area of
reporting, statistical or visual data
analysis packages).

Modelling as an aid to monitering

Previous contzol systems have
approached the monitor and control
task in a manner which is closely
linked to the way in which they have
been forced to access the spacecrarit
- as a collection of telemetry
parameters and telecommands. The
functions of the systems have Dbeen
centred around monitoring the values
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telemetry parameters and
telecommands. Considerable
effort has Dbeen invested over the
years in ad hoc attempts to derive
actual and desired spacecraft status
from this collection of isolated
measurement and control items and a
certain level of sophistication has
oeen reached, however at a
considerable cost.

The SCOSII design team has recognised
that i1t 1is necessary to make a
concerted effort to improve the
situacion. To this end the approach
to the Zundamental database of
information which is used to drive
the control system software has been
complecely changed in order to allow
the user to concentrate more on the
characteristics of the subsystems or
devices Dpeing controlled (e.qg.
Attitude and Orbit Control Subsystem,
thrusters, batteries etc) and less on

the transport mechanisms used to view
these devices (packets, frames,
parameters, sampling rates, command

Zrames etc).

#8. not sufficaent
description of the devices; the
system must be able to make
appropriate use of this information!
Iraditionaily, a single model or
processing technique has peen applied
to the wnole spacecratt. Thus
telemecry paramecers are described in
tabies, including for example limits
on their values. Equally,
telecommands are described in tables
which include ameong other information
the expected arffects on telemetry
values, These tables may be
administered via a database system. A
single data processing "engine" will
scan each entry to carry out certain
prescribed checks (e.g on limits).

SCOSII will allow (although not
require) each item described in the
database to provide its own engine to
interpret its database, telemetry and
telecommand data in its particular
way. These engines may be shared; it
is possible, for example, that all
heaters on a particular spacecraft
will have the same behaviour and will
differ only in the specific details
gi their telemetry and telecommand
ta.

to:. ;provide a

As a result of all these
modifications the monitoring
functions of a SCOSII system are best
seen as a collection of independent
models of various parts of the
spacecraft which act in concert to
maintain a view of the spacecraft (as
opposed merely to a list of the



current values of the telemetry
parameters) using specially chosen
methods appropriate to each model.
These models form a sort of "ghost"
copy of the spacecraft communicating
with the real spacecraft using the
telemetry and telecommand links.

Model the Ground systems too

A Mission Control system must not

only monitor and  control the
spacecraft but also the qr_ound.
segment. Previously this has Dbeen

done by a collection of specific
utility programs which have been only
loosely integrated with each other
and with the spacecraft monitor and
control facilities. This was
identified as an area for
improvement, given that many aspects
of operations require a close
coordination of ground <Zfacilities
with spacecraft operations (ranging
operations or command uplink
acquisition for example).

To do this, we can take advantage of
the removal of the restrictions
imposed by the need to be completely
data driven and interpretable by a
single engine. Thus we can employ the
same modelling techniques for ground
segment monitor and control as for
the spacecraft the ground segment
facilities being —represented by
additional models. Thus in a typical
SCOSII based system there cculd be
items in the database representing
such things as the X.25 network, the
telecommand and telemetry equipmentc
at each of the stations, the station
antenna and even the various
components of the ® SCOSII system
itself. Each of these models will
monitor and control the item wnich it
represents using an appropriate
access channel (for example the
programmers interface to the X.25
network will provide the network
model with information, a link to the
equipment controlling the ground
station antenna will suppor:t the
antenna model, Local Area Network
monitoring facilities will contribute
to the model of SCOSII itself).

One of the major advantages of such
an integrated database is that all of
the functions foreseen for spacecraft
control can be used for ground
segment control. Future SCOSII based
systems will contain  automated
procedures which cover more than just
spacecraft operations. An example
would be the acquisition of the

telemetry and telecommand links at-

the start of a pass. Today this
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requires a carefully orchestrated
sequence of operations involving
several syscems and several

independent oJperations staff, thus
offering many possibilities for human
BrLXOr .

in a similar way the data display and
analysis tools originally conceived
for spacecrait related use can be
applied to ground segment data as
well. A typical monitoring window
might contain station related items
(transmitter mode and power, received
signal strength and noise levels for
example! together with the equivalent
spacecraft data and would provide an
integrated "Up- and Down-link"
menitoring capacility.

Building Blocks for Models

As the £full use of the SCOSII
infrastructure requires extensive
creation of models of wvarious

elements of the space and ground
segments some effort must be made to
ease the task of preparing a system
for use in a particular mission. It
is obviously not feasible to expect
each mission team to prepare from
scratch all of the models required.

SCOSII will provide a library of
"building blocks” which can be
combined in wvarious ways to produce
the overall spacecraft and ground
system model. To allow this to be
done easily, object-oriented software

engineering technology has been
updated for analysis and
implementation of SCOSII.

Specifically the Coad/Yourdan method
and the C++ programming language)
have been chosen. Correctly used,
this technology and its supporting
tools should ensure the clarity of
interrace definition and flexibility
of implementation essential for a
building block approach.

Extension of Systems by specialising
Building Blocks ’

Not all missicons are the same, which,
as remarked earlier, led to large
costs on  earlier infrastructure
systems. In many cases it will be
necessary to make modifications to
the library building blocks to be
used in a specific mission. The
object oriented approach to the
system has an advantage in this area
as well.

Using an object oriented technique
known as inheritance it will be
possible to provide a customised



building block for, say, the
batteries of a given mission by
specifying (and implementing) only

the differences between the batteries
and those represented by the generic
building block. This avoids a
proliferation of similar, but subtly
different, models and the resulting
software and operational
configuration control issues which
would consequently arise. It should
also save manpower by aveiding such
multiple implementations. Finally,
the use of models which differ only
where absolutely necessary should
promote the use of similar, if not
identical, operational procedures.
This should help to reduce the cost
of preparing operations and should
also contribute to the safety of
mission operations by ensuring that
new (and potentially faulty)
procedures are only created wnen
strictly required rather than in all
cases, as at present.

Separation of user interfaces from
implementation machinery

Each of the models discussed above
will provide an interface to a human
operator. These interfaces may be
grouped into "windows"™ which will be
located and managed on a "desktop”

following the well  established
techniques of Graphical User
Interfaces.

In contrast to current

implementations in which applications
and interfaces are inextricably
linked the choice of grouping and the
layout of these . windows will be
separated from the models themselves
and will be easily modifiable by the
users of a specific mission. This
means that it will be quite possible
to have, say, network status
information in the window of the
manual commanding interface for
mission X while replacing or
augmenting it with spacecraft power
status information for mission Y.

What kind of hardware
does this imply?

and software

Distributed Systems

The demands placed on the computing
environment by such a flexible and
ambitious set of system functions
will be considerable. The hardware
concept for SCOSII must be flexible
enough to provide configurations to
deal with the differing demands of
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the specific Mission Control systems

while not requiring software
modificat:ions to cope with them.

In view of this, and in view the
strategic objective of vendor
independence discussed earlier,
SCOSII system will be hosted on a
Local Area Network of Unix
workstations. Each operational user

will be provided with at least one
processor at their workstation to
cope with the processing load of
supporting his or her user interface
elements. A set of overall
coordination functions will be
embedded within the SCOSII system
software to ensure consistency
between the spacecraft models located
on these workstations and to provide
a relocation service allowing system
functions to be distributed over the
physical hardware as mission needs
require.

Some services of the system will be
provided by "server" processors which
are not dedicated to any particular
user but which provide a service to
the system as a whole. A typical
example of such a server would be a
database server, containing the basic
representation of each of the models
used in a particular mission and
which would be copied to each active
workstation which required to monitor
the item in question. Such use of
centralised services by applications
software is commonly referred to as
the "client-server" concept.

It is also planned that a minimum
SCOSII system should be capable of
running on a single workstation
should it be necessary to install
mission control facilities at remote
sites (typically in ground stations).
In this case the servers and their
clients would be physically located
on the same processor.

The use of such a distributed system
also offers advantages in terms of
system availability and s failure
tolerance. By careful planning and
design (particularly of redundant
servers) we expect to achieve
resilience of SCOSII based systems to
most failures (although a user may be
required to move to an alternate
workstation in some cases).

Performance Goals

As SCOSII is intended to be the basis
for systems until the early part of
the next century we have adopted some
fairly ambitious performance goals;




these include real-time data rates
(for spacecraft housekeeping data) of
2-3 Mbits, display update rates
exceeding 10 per second (particularly
during retrieval of non real-time
data, a problem of existing systems)
and user communities of up to 50
workstations. The first release of
SCOSII is not required to achieve
such levels of performance. Despite
this we are paying great attention to
performance factors in the design of
the system rather than relying on the
ever increasing performance of
workstation hardware and software.

Adaptive processing

In typical mission control systems
there are two basic usage scenarics

which must be supported - the
"normal® case and the “"critical
cperations" case. A normal case

scenario is characterised by a small
number of users at any one time and
by limited and fairly repetitive user
activities. A critical operations
scenario usually involves =2 larger
number of users and a more varied sect

of activities. The critical
operations case is the more difficult
one, but it has a number of

peculiarities which can be used to
advantage when designing the system.
These are as follows:

. The users will be working with
a relatively small amount of
data; this will be related to
the procedures being executed

to the time perjod of the
anomaly. The SCOSII
infrastructure -‘should allow

adaptation to this situation at
the cost of degraded response
for those requiring other data

(ie. not involved in critical
operations).
. A particular user will only be

looking at only some subset of
the full data set within the
time window.

In order to take proper advantage of
these two characteristics, each user
workstation will be provided with a
local "cache" store where telemetry
and model data is stored and
retrieved without effect on other
users of the system. The algorithms
which determine which data is to be
kept in the cache and which will have
to be retrieved from the system
server can be tuned as usage patterns
for the system become more obvious.
An initial version of the system will
apply a simple "most recently used"
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approach combined with a filtering,
to eliminate types of data not
required by that user.

Status & Future plans

The User Requirements for the first
major release of SCOSII are currently
under review; together with this the
matching OOA mocdel has been produced
and documented in a Software
Requirements Document. This will be

reviewed as soon as the User
Requirements review has been
completed. In addition proof of
concept prototyping of the technology
was carried out in 1992, and
considerable prototyping has been
done in support of the user

requirements definition.

An initial delivery of Release 1 is
foreseen for autumn 1994. It will
contain basaic functions of the system
and will provide equivalent
capability to that of existing SCOSI
based systems.
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Abstract developed by the Smithsonian Astrophysical

This paper discusses the major system components
and features of the ROSAT Telecommand System
which has now been in operational use since June,
1890.

Due to the nature of the mission a large number of
telecommands must be sent and venfied as
reaching the spacecraft each day. Special off-line
processing software has been developed in order to
atomise the command generation process as far as
possible. Other ground support tools assist the
operator to create command sequences and their
schedule specifying which particular sequences
have to be radiated to the spacecraft during a
specific contact period.

The on-line processing software - the telecommand
transport system - has been designed to operate at
the high bitrates required and in addition provides
suitable features to verify the correct reception of
telecommands on-board the spacecraft.

Keywords: Automation of command generation,
Command sequencing and scheduling, High
throughput commanding, Command verification.

1. Mission Overview

The ROentgen SATellite - ROSAT - mission is a
space research project sponsored by the German
"Bundesministerium fir Forschung und Technologie
(BMFT)", in co-operation with NASA and the
Science and Engineering Research Council of Great
Britain (SERC). The spacecraft was launched from
Cape Canaveral on June 1st, 1990 into a low earth
circular orbit (580 km) with an inclination of 53
degrees.

NASA provided the launch vehicle, a Delta Il, and
the High Resolution Imager (HRI), an X-ray detector

Observatory (SAQ).

SERC provided the Wide Field Camera (WFC), a
second imaging telescope, which was built by a
British consortium of universities and laboratories
under the leadership of Leicester University.

German industry (DASA) was responsible for
development, manufacturing, integration and test of
the spacecraft.

The scientific management and the responsibility for
developing the focal plane instrumentation of the X-
ray telescope is with the "Max Planck Institut fir
Extra-terrestrische Physik (MPE)" at Garching north
of Munich. The science data centre for analysis and
interpretation of all scientific data is also located
here.

During all phases of the mission, operations are
performed by the German Space Operations Centre
(GSOC) at Oberpfaffenhofen near Munich. GSOC is
the multimission operations centre of the German
Space Research Organisation DLR. The prime
ground station is at DLR's ground station complex
located in Weilheim, 40 km south of Munich. In
emergency cases additional station support from the
NASA Deep Space Network can be scheduled at
short notice. :

The scientific objective of the mission is the
investigation of X-ray emissions from almost all
celestial objects. For this purpose the mission is
split into two phases:

« The "Scan Phase” during which the first all-sky
X-ray survey in the soft X-ray (0.07 - 2.4 keV,
100 - 5 A) and the extreme ultraviolet (0.025 -
0.2 keV; 500 - 60 A) bands using high-resolution
imaging telescopes was performed. This
mission phase was successfully completed by

296



end of January 1991, more than 60.000 new X-
ray and 400 new XUV sources have been
detected [1].

« The "Pointing Phase" during which selected
sources are observed with respect to spatial
structure, spectra and time vanability. The
location of the sources can be determined with
an accuracy better than 10 arcsec. The
instruments are twice as sensitive as those used
in previous missions.

This second mission phase can also be considered
as extremely successful; first analysis of the
scientific data showed that the images are of a high
quality and resolution.

2. ROSAT Mission Operations
Some Implications for Commanding

Mission Operations for ROSAT is characterised by
the migh degree of automation, optimising the
utilisation of the available on-board computer power
and data storage capabilities in conjunction with
complex operations support tools. The reason for
this is given by the two mission specific issues:

« The Mission Operations Scenario
and

« The Onboard Data Processing System

2.1 Mission Operations Scenario

Routine mission operations are performed via one
ground station only and due to the low orbit,
contacts are very short (6 to 8 minutes) and occur
only in the course of six consecutive orbits per day
resulting in telecommunication gaps of about 15 to
18 hours each day.

Due to the nature of the mission, frequent changes
of instrument pointing direction, detector and fiiter
switching are necessary. Consequently a large
number of telecommands (up to 6000 per day) have
to be uplinked and stored on-board the spacecraft
together with time tags specifying the time of
command execution. If all commands were to be
radiated contiguously with an uplink bitrate of 1 kbps
approximately 10 minutes of the available uplink
time would be taken through this activity alone. This
is ignoring the time required for protocol handling
between ground station and control centre and the
time needed for command verification. As a resuit

very little time is left dunng telecommand radiation
for interactive operations. Therefore all the planning
and command scheduling must take place either
pnor to or between the contacts.

The ROSAT Sciences Data Centre (RSDC) at MPE,
Garching plays an important role in the command
generation process as it is actively involved in
expeniment operations and control. MPE issues
"Test, Observation and Calibration Requests” which
represent the desired spacecraft activities. These
requests and an orbit prediction are taken as input
by the Mission Planning System (2] - also called
ROSAT Timeline Generator (RMTG) - which
generates once per week an optimised short term
timeline (STL) - the master plan of all spacecraft
operations. This timeline is the prime source for
telecommands as it contains high level descriptions
("keywords™) of the onboard activities required
during a mission day. These keywords have 1o be
translated into command macros which vary with
the additional parameters accompanying the
keywords.

Since - for cost reduction purposes - routine
spacecraft operations must be handled by a single
Spacecraft Operator only, it is obvious that the
command generation and scheduling process has to
be automated as far as possible. Realtime
operations have to concentrate on radiation and
venfication of pre-processed command files,
verification of the expected satellite status and
dump of the science data which are stored on the
on-board tape recorder, while all other processes
such as command generation and scheduling, data
analysis, trouble-shooting etc. have to be performed
off-line.

2.2 The Onboard Data Processing System

The difficulties in meeting the demands of such a
mission profile are determined by the complexity of
the communications and commanding functions of
the spacecraft. For ROSAT the command data
handling by the on-board processing system can be
logically subdivided into the following four elements:

« The Data Handling System (DHS) of the
spacecraft bus receives telecommands via one
of two redundant ESA-Standard Telecommand
Decoder Chains (3] at 1kbps which results in
about ten commands per second. The
Command Decoder ensures that corrupt frames
are not processed on-board.

« The Aftitude Management and Control System
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(AMCS) - based on a dual-redundant
microprocessor system which implements the
complex control laws required to maintain safety
constraints and the desired observation
direction.

« The data processing system of the Focal
Instrumentation (FI) of the X-ray telescope
which handles time-tag and status buffer
management.

e The data processing system of the Wide Field
Camera (WFC) which handles absolute and
relative time-tag buffer management .

The design of the ROSAT Command System has
been considerably influenced by the fact that each
subsystem has its individual design and layout and

has consequently to be handled in a different way
especially concerning:

» capacity of the time-tagged command buffers
which must not overflow or become corrupt

« puffer type (linear or ring buffer)

« buffer management methods

« methods of dealing with omitted / missing data

« availability of venfication parameters

» verification methods

The following table lists all major constraints and

capabilities which had an impact on the command
system design:

Subsyst | Buffer Capac. | No. of | Time Verification | Constraints

Type Cmd's | Tag
/ day
SI/IC linear 2TTC's |6 * 2| 16 bits | Cmd Decoder | Cmd Counter is transmitted
Bus TTC's Counter every ten seconds only

AMCS | linear + | 2000 /| 2000 /| 32 bits | Star Counter; | Star Cat. must be loaded within

ring 1001 1250 1 contact;
Number of
used bytes TTC's must be in chronological
order,

no insertion/deletion of cmd's is
possible

FI'HRI | Ring /| 478/34 | 1000 32 bits | CMD block | availability of  venfication
linear counter, parameters is mode dependent;

CRC Polyn. CRC is transmitted only once

per command

WFC Ring /| 256 /| 2000 16 / 8 | Read and | TTC's must be in chronoloﬁical

linear 128 bits Write Pointer; | order;
Execution Write Pointer must Dbe
Pointer cantrolled from ground;

Table 1: Subsystem Characteristics
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As can be seen from the table above four different
procedures had to be developed for command
buffer loading and maintenance, verification of the
correct command reception, and time-tag
generation.

3. Telecommand System Overview

GSOC provides support for a variety of space flight
missions and mission profiles. During the time of the
ROSAT design phase several other missions were
also under deveiopment. To keep the cosis to a
minimum it was decided to develop a multi-mission
kemel real-time system capable of supporting all
current and perceived system requirements. The
advantages of this method were cost reductions in
spacecraft operator retraining, system
implementation and maintenance.

Due to the extremely short contact cycies it was
necessary to minimise the workload of the
spacecraft operator during the contacts. To this end
a suite of off-line tools were designed and
developed to optimise performance for the ROSAT
mission.

Fig. 1: Command Scheduiing

The system was functionaily broken down into a
number of components based on the functions to be
performed from command generation to command
verification.

3.1 Off-line activities -

The off-line contact scheduling [5] has been divided
into two operational packages which reflect the
logical sequence of operations that the operator is
required to perforrn during a nominal ROSAT day.

These packages being

» Telecommand generation:-
Timeline and Directive Access (TDA) package

» Telecommand Scheduling
Directive Editing and Scheduling (DES)
package.

The data flow and functions of these packages are
illustrated in fig. 1.

N Dirnciory
Contact Binary Files

Day N Directory Day
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3.1.1 Telecommand Generation

During the course of an operational gay between
2000 and 6000 telecommands must be transmitted
to the spacecraft. The individual telecommands or
sequences originate from a number of varying
sources. These can be listed as follows:

1. Operator inputs
As one of the features of the system the
operator always has the ability to generate
sequences which can be used duning real-time
activities to cater for anomalous or erroneous
conditions.

2. On-board memory loads
To provide the capability to modify and enhance
the on-board software the spacecraft /
instrument manufacturer and scientists produce
memory load files. The have to parsed and
converted into a series of telecommands o be
radiated to the spacecraft. The requirement for
these memory loads depends considerably on
the state of the satellte and the on-board
systems, therefore they tend to be irreguiar in

frequency.

3. Attitude control telecommands.

The complex task of defining the correct attitude
parameters for the AMCS dunng a particular
observation cycle is performed by a specific
task ROSAT Management of Attitude Control
(ROSMAC)[4]. This process delivers compieted
telecommands or sequences to be inciuded in
the schedule.

4, Short Term Timeline.

The prime source for telecommands is the
"Short Term Timeline™ (STL) which is generated
each week at GSOC in an iterative process
optimising the allocation of observation time
under consideration of constraints such as
radiation belt crossings, strong sources, earth
and moon blockage, detector changes, etc. This
is used as input to the off-line scheduling
process.

The conversion of the input timeline files is
performed by the Timeline Directive Access
software (TDA). The purpose of the TDA is to
provide the following main functions:-

+« Load of ROSMAC and RMTG Telecommand
and Timeline file products.
Create and access Keyword definition database
Access and freeze Short Term Timeline.

+ Creation of pre-scheduie directive file which
forms the input to the "Directive Editing &
Scheduling Software” (DES) package.

The pnmary task of converting the spacecrarnt
activities as representea in keyword form into
completed command mnemonics, IS accomplished
using a Keyword database. During the transiation
process, all relative times, defined as offsets are
recaiculated and allocated an absolute execution
time.

In parallel, any outstanding memory load files are
transiated using the Memory load pre-processor that
reads the hexadecimal load data and converts it into
the sub-system specific memaory load
telecommands.

The output files generated by the above processes
are then used as input to the scheduling process.

3.1.2 Command Scheduling

The intention of the off-line Directive Editing and
Scheduling (DES) S/W is to provide the Spacecraft
operator (SCOP ) with an interactive tool to assist
him in preparing the command sequences that are
required to be uplinked duning a ROSAT day.

The DES has the following main functions:-

« Load and interpret pre-schedule directive text
file ( from TDA ).

« Interactive definition of contact schedule with
venfication breakpoints.

« Output of prepared contact schedule in text file
format.

Prior to the cycle of contacts, the Scheduling S/W
supports the SCOP in making the most effective
use in optimising the available contact times. The
operator is required to interactively define the uplink
order of directives on a contact by contact basis.
This is done Dy selecting telecommands and the
contact in which they shoula be uplinked.

Duning the scheduling process the operator must
follow pre-defined operational procedures and
constraints, these determine the sequence/contact
allocation, the sub-system prionties and the
utilisation of the on-board time-tag buffers.

When the current days directives are loaded the
DES will calculate the changing states of the
onboard buffers (the amount of free space available
in the four Time tagged Telecommand Buffers) for
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each of the current day’s contact times. It camies out
checks to wam the operator if scheduie ruies or
bounds are violated. Subsystem dependant checks
include correct chronoclogical ordering of directives
in each of the contacts, avoidance of Time tag
buffer overflow and the scheduling of more
commands in a contact than there is time allowable.
Similary it will prevent commands being scheduled
for contacts beyond the expiry of the pre-defined
execution time.

Due to the limited capacity of the on-board buffers it
may be possible that there are more directives
planned for the current day activities than there are
buffer siots available. Such leftover directives will
be automatically included when loading the
following days directives.

The DES and real-time systems have been
designed to deal with anomalous conditions and
allow rescheduling activities to take place. This
function utilises output from the real-time command
system to update sub-system buffer modeis and wiil
highlight any discrepancies between a previously
scheduled number of commands and those actually
transmitted and received by the satellite.

Once the initial processing of the schedule has been
completed, contact times, time tagged buffer loads
and directives are displayed to the operator on the
user interface.

The graphical user interface for both the TDA and
DES packages has been designed to be as efficient
and user friendly as possible. It has been
implemented to run on Digital VAX workstation
platforms utilising standard windowing features such
as mouse driven menus, soft keys etc. Only a
limited number of numerical inputs are required by
the operator such as ROSAT day number, print log
start/end times.

Once the operator is satisfied with the contact

coverage of scheduled directives, the remaining
transmission time can be allocated for placing
verification breakpoints at the start and end of
ranges of telecommands ("Venfication Groups”) for
a particuiar subsystem. The start and end of a
venfication range is recognised by the PREPARE -
BREAKPOINT directive pair.

Having completed the scheduling for the current
ROSAT day a set of post schedule text files is
produced which contain the telecommands and
verification breakpoints for the various sub-systems
in scheduled order for each contact.

The text files are then compiled into binary files to
be used by the realtime ROSAT Command
System. This not only improves the throughput rate
during the pass, but also allows any syntactic
checks to be performed pror to the contacts, thus
ensuring telecommand data consistency.

4. Real-time Activities

The real-time system is primarily responsible for the
successful transmission of the telecommands to the
appropriate ground station and hence to the
sateilite. In addition to the standard upiink features
the ROSAT system provides complex closed-loop
verification functions utilising real-time telemetry to
validate the correct reception of commands on-
board.

The real-time system as developed for ROSAT and
other multi-mission support is broken down into the
following functional systems (6], as shown in fig. 2:

» Input Directive Interpreter moduie.

= Telecommand Execution and Verification
modules

¢ Telecommand Transmission module.

» General Logging module.
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Fig. 2: Real-time Command System
4.1 Input Directive Interpreter Module

This module handles all the user interaction with the
command system, interpreting input directives as
they are entered into the system. The directives
contain instructions to the system to perform certain
predefined functions. These functions are sub-
divided into those associated with the overall control
and configuration of the system and the ground
station interface and those allowing the definition
and loading of timeline sequences or individual
telecommands.

To guarantee the required performance, this moduie
has been decoupled from the time-critical modules
to ensure that operator input does not directly affect
ongoing telecommand transmission.

4.2 Telecommand Executor and Verification
Module

This module is the central hub of the command
system and deals with the execution and
manipulation of telecommands which are
maintained in queues or sequences. The executor

allows multiple queues or sequences to be defined,
thus optionally allowing command radiation to be
performed on a sub-system basis. The operator may
instantly swilch Dbetween these sequences to
maximise the use of the upiink time in the event of
sub-system anomalies.

Telecommands are entered into the system, via
directives to the Interpreter, either from the
generated contact schedule files or for contingency
purposes as individual commands.

Timing constraints defined in the timeline sequence
determine when telecommands are sent for
transmission. Once released for transmission they
pass through the Transmission module to the
ground station which will respond with an uplink
confirmation.

Although the ROSAT real-time command system is
based on the GSOC kemel system it has also to
accommodate faily detailed mission specific
requirements. The functions to support these
requirements are defined in separate control
procedures which are implemented as removable
modules which can be linked into the real-time
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system. This allows the system {o maintain a base
level functionality applicable to all projects while
allowing it to be configured to suit the requirements
of individual projects.

Features that are provided as 'extra’ for ROSAT
are:-

« multi-sequence option for individual sub-
systems. This allows sequences to be allocated
on a sub-system or function basis. Nominally
each sub-system is loaded into an individual
sequence with an additional sequence for
contingency procedures.

» data block packing algorithm for throughput
optimisation. This is necessary to support the
requirement of an uplink rate of 10 command
per second and reduce ground station protocol
overheads.

« telemetry interface to access spacecraft clock
and verification parameters.

+« extemal modules for time-tag generation and
spacecraft clock correlation. These use the
actual values as delivered in telemetry to
correlate all time-tags.

« modules to support the various sub-system
verification methods.

4.21 Telecommand Verification

As with other projects supported at GSOC, ROSAT

supports command vernfication using real-time

telemetry. However, in comparison with other
projects, the methods defined to support verification
are significantly more varied and complex.

As most of the telecommands will be executed
outside the contact penod, full execution verification
cannot * be performed. For example with
geostationary missions this allows the
operator/system to validate that the command has
correctly performed it's designated function on-
board the satellite. Verification for ROSAT s
therefore restricted to reception verification only,
albeit fairly detailed.

Due to the short contact periods and the necessity
to provide maximum uplink capability, venfication
cannot be performed on an individual telecommand
basis. As stated earlier, during the scheduling
process the operator defines venfication groups.
These are series of telecommands which will be
verified together rather than individually.

As a result of the satellite design, each sub-system
has its own buffer management system and
therefore  requires separate method(s) of

verification. The venfication methoad to be applied to
the next verification group is specified by the use of
the "Prepare” directive and an associated
parameter.

4.2.2 Verification Process

The venfication process is performed in three well
defined stages:-

1. Prior to the transmission of a verification group,
the actual stable values of crtical telemetry
parameters are stored in a sub-system model.

2. Duning the transmission of telecommands within
a particular group, the model is updated in

reiation to the number and type of
telecommands transmitted.
3. Following successful transmission of all

teilecommands within the group a new set of
actual telemetry values is compared with those
stored in the command system model. If the
model matches the current status of the
telemetry then transmission will continue. If
however, an eror is detected due to a
mismatch, then the system reacts to the failure
as defined by the corresponding breakpoint.
This may be an abort of the current sequence,
enabling a switch to another sub-system or in
certain circumstances a retransmit of the
previous verification group.

To prevent an indefinite interruption to the
telecommand uplink, timing limits on the updates to
required telemetry values can be specified. Time-
outs on these updates will also cause verification to
fail.

4.3 Transmission Server Module

This module handles the asynchronous interface to
the ground station(s), dealing with the varnious data
protocols associated with the different networks. It
ensures that the telecommand sequence once
released for uplink is transmitted in the correct order
and is complete and error free. Where applicable it
maintains a status of the ground station equipment
and will prevent transmission in the event of an
serious anomaly.

4.4 General Purpose Logger Module

This module has an active interface to all the other
modules in the system receiving all logging
information. It's prime task is to tag and log to disk
all the activities performed by the command system.
To prevent the large amount of disk I/O influencing
the real-time functions it was also decided to
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decouple the logging task.

Logging activities are classed according to their
type, e.g.:-

e Operator activity.
+ Telecommand transmission/verification
« System anomalies.

Each of these types may be subsequently selected
for off-line analysis and rescheduling.

5. Conclusion

Experience has shown that the development of
kermel system has been of significant benefit to
GSOC, who have since support over 10 missions
with the system. In each case the base level
functionality which is applicable to all projects has
been enhanced by a small amount of spacecraft
specific processing. Where applicable this has been
subsequently added to the kemel system functions.

During the requirements phase an initial
investigation took place into a fully automated
system to create an all encompassing mission
planning system. However it was conciuded at that
time, that the development costs would have been
to high for the project. Therefore a compromise was
reached whereby although the systems were given
a slightly reduced level of scheduling functionality,
sufficient processing and decision making was buiit-
in o provide the operator with sufficient assistance
to perform his duties.

In addition, 3 years of mission operations have
shown that with this level of functionality it is
possible to operate complex satellites with a
minimum of operations personnel.

As explained throughout the paper, one of the major
problems associated with the development and
implementation of the ground systems for ROSAT
was the varying and complex designs of the on-
board systems. It wouid certainly have been a great
deal simpler and perhaps more cost effective, had
standards, such as recommended by CCSDS, been
implemented by all those involved with the ROSAT

project.
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Abstract

An Inteiligent SAtellite Control Software (ISACS)
system, which was developed by Institute of Space and
Astronautical Science (ISAS) to overcome the difficulities
to carry out complicated satellite ground control and
mission operations by a small number of ISAS person-
nel, is discussed. The ISACS system applies the
Artificial Intelligent (AI) technology including the
EXPERT system and it has been successfully utilized for
the ground operations of the GEOTAIL spacecraft, which
was launched in July, 1992, as one of the ISTP
(International Solar-Terrestrial Physics) fleet.

Keywords: Artificial Intelligence, EXPERT System,
Satellite Ground Control and Mission Operations.

Introduction

ISAS (Institute of Space and Astronautical Science) has
launched 22 satellites since 1970 and five of them are
currently in operation. Among them, the GEOTAIL
spacecraft (Fig. 1), launched in July, 1992, is the biggest
scientific satellite ISAS has ever developed. As one of
the ISTP (International Solar-Terrestrial Physics) fleet,
GEOTAIL is exploring the distant geomagnetic tail
region by taking the double Junar swingby trajectory as
shown in Fig. 2

As one of the international cooperation projects
between ISAS and NASA, the whole GEOTAIL space-
craft system including five scientific instruments aboard
was developed by ISAS, and NASA provided two
scientific instruments and took charge of the launch by

RCS Thrusters

Figure 1: GEOTAIL spacecraft
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Roles of ISACS

Basically, the GEOTAIL spacecrafl is controlled and
operated by the Operation Program (OP) which consists
of a stream of up-link commands. Once an OP is
transmitled to the spacecraft from SSOC via 64 m
antenna at UDSC, GEOTAIL can work autonomously for
approximately a week. The OP contains many
commands to govern the record (REC) / replay (REP)
cycles of the data recorder (DR), poinung of the high gain
mechanical despun antenna o the Earth, control of the
scientific instruments according to their observauon pians
and so on. It would be a heavy load to the operators at
SSOC if they had had 1o generate an OP manually and
routinely because, as shown in Fig. 4 as an examplie, the
spacecraft position, visible duration from each ground
station, operational time of the DSN stauons etc. should
be considered 10 schedule the REC/REP cycles of two
data recorders. Then, the most important role of the
ISACS system is to schedule the sateilite operatons by
generating the reliable OP efficiendy. It should be noted
here that the ISACS system is currently applied to the
routine or daily operations only, and the AOC (Attitude
and Orbit) maneuver operatons are planned and conducted
by a team of the specialists. Another role of the ISACS
system is to diagnose the health of the spacecraft by
monitoring temperature, vollage, pressure eic. at many
points aboard, and to wam the operators if any
abnormality were found. Thus, the [SACS system has
enabled a smail number of personnel to operate the
GEOTAIL spacecraft safely.

Functions of ISACS

Both major roles of ISACS: (1) Planning of the satellite
operations, and (2) Diagnosis of the health of the
satellite, are carried out by applying the Al lechnology.
Specially, an EXPERT system called "Manadeshi” (a
favorite pupil), which can analyze the present status of
the satellite based on its knowledge of the satellite, is
utilized for the diagnosis. Under many conditions or

restrictions conceming thermal, power, communication
links etc. which are sometimes fuzzy or conflict with
each other, the ISACS can find the best solution for the
satellite operations through the simulation of possible
operation pians and the stochastic analysis of them.
Even when these conditions should be changed, any
complicated and ledious works (0o modify the software
itseif are not necessary. The knowledge of the satellite
and its environment has been previously inputted by
human experts into the database, and it can be increased
or updated at any time. Then, as the ISACS system is
geting more knowledgeable, the satellite operations can
be more improved and sophisticated. In Fig. 5, the
structure of the ISACS system is illustrated, and two
major funcuons of ISACS are bnefly explained in the
following sub-sections.

Operation Planning

To create an operauon plan of GEOTAIL, the ISACS
system needs the following data, requests or boundary
conditions: ]

- Observation request from domestic and foreign Princi-
pal Invesugators (PI's),

- Tracking schedule of DSN stations for receiving DR's
playback data, which has been planned at JPL based on
the orbit data previously provided by ISAS,

- Tracking schedule of UDSC and SSOC taking into
account the operations of other sateilites, specially of
an interpianetary spacecraft, Sakigake,

- R&RR (Range and Range Rate) measurement plan,

- Operation request for onboard subsystem if any,

- Orbit and attitude data,

- Parameters of the spacecraft and the ground stations.

Though some of these data should be inputted manually
at SSOC, almost every data comes into the work station
in SSOC through Decnet NSI (from abroad) or TISN
(domestic), and is inputted 1o the ISACS system through
Ethemnet LAN in ISAS. These inputs are wrilten in a
simple computer language called ORL (Operation
Request Language).
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Figure 2: Trajectory of GEOTAIL

a Delta-Il rocket. After the launch, [SAS has been
responsible for its entire ground control and mission
operations. In addition to the precise trajectory control
maneuver (TCM) operauons to keep the spacecraft flying
on the double lunar swingby orbit, GEOTAIL's daily
mission operations require the quite complicated
procedure. As shown in Fig. 3, GEOTAIL is controlled
by a lot of up-link commands sent out from Sagamihara
Space Operation Center (SSOC) in ISAS through a 64 m
dish antenna at Usuda Deep Space Center (UDSC),
Nagano, Japan. The scientific data are received by the
antenna at UDSC in realtime manner, and three DSN
(Deep Space Network) stations of NASA, at Goldstone,
Madrid and Canberra, are routinely taking turmn at
receiving the playback data sjored in (wo onboard data
recorders. Since the DSN stations don't send any

5/%: J4¢ =e intenns

commands up to the GEOTAIL spacecraft in order to
make SSOC the sole station which can control the
spacecraft, ISAS has to create routinely the Operation
Program (OP), which consists of a stream of commands
including the record/playback cycles of the data recorders.
However, ISAS is one of the national inter-university
joint research institute in Japan, and its resources are
limited. To overcome the difficuities to carry out such
complicated mission operauons by a small number of
ISAS personnel, we developed an Intelligent SAtellite
Control Software (ISACS) system by applying the Al
(Aruficial Intelligence) technology including EXPERT
system, and have been successfully using it in the
GEOTAIL operations. In the following sections, an
overview of the ISACS system is described.

GEQTAIL
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Figure 3: Communication links between GEOTAIL and the ground stations
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Figure 5: Structure of ISACS system

After compiling the ORL file, ISACS checks its
contents. If any error is found in the operation request,
ISACS rejects to receive the request and sends it back to
the sender with a comment about the error. For example,
a hazardous command prohibited to be sent by non-
authorized personnel, or a command stream in which
commands are out of order, cannot be accepied by ISACS.

Geuing all these data inputted, the ISACS system
creates a preliminary operation plan referring the
knowledge sources. This knowledge database contains the
following factors concerning the satellite operations:

- Ephemens of GEOTAIL and predicted angles of the
anienna at UDSC,

- Time and duration of eclipses in which GEOTAIL is
shadowed by the Earth or the Moon,

- Tools for communication link analysis and operational
criteria based on link margin,

- List of command codes corresponding operations,

- Operational time of SSOC and requirement for R&RR
measurement,

- Priority of operations,

- Operations inhibited for safety of the spacecraft.

Even if the operation requests include a fuzzy one, such
as “to allocate the observation Uime (0 my instrument as
long as possible”, the inference function of the ISACS
system searches an optimum solution which satisfies
many constraints as well. The preliminary operauon plan
thus generated in the Scheduler portion of ISACS
consists of discrete or series of commands (0 be sent in
realtime and the operation program (OP) 1o be stored in

the onboard memery for the autonomous operations of
the satellite. This operauon plan is then applied to
simulate the operations in the Simulator portion. The
result of simulation is expressed in the form of physical
quantities such as ([emperature, power consumption eic.,
which represent the spacecrail’s status varying with time,
Then the diagnosis system checks these quantiues, and if
it judges that the planned operations can be executed
safely, all these commands are registered in the
Command Generator and are converted (o the form of a
stream of actual codes ready o be sent up to the

spacecraft.

To the contrary, if the ISACS system finds a problem
dunng the planning or simulating process, another
operation pian, which excludes the request causing the
problem, is created and the fact and the reason of
exclusion are informed to the operator and the sender of
the request. For example, in the case that a shorage of
power would be predicted if all observation requests were
accepted, the operations are cancelled according to
posterionty.

Diagnosis System

As mentioned before, the GEOTAIL spacecraft has 1o
be operated safely by a small number of personnel
including those who are not familiar with the spacecraft
system and/or ground operauons, while it may cause a
serious problem if an operator overiooked a symptom of
some abnormality. In order to solve such problems
contradictory to each other, an EXPERT system, which
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monitors and diagnoses the health of the satellite, is
introduced into the operations of GEOTAIL.

The design criteria of this system are as follows:
- To provide tools to the operator to check the heaith of
the spacecrafl,
- To wam the operator when a symptom of abnormality
is found in the spacecraft,
- To recommend a "first aid” action to the operator when
the abnormality is found,
- To provide tools to human experts to create and update
the knowledge database easily.

And the following conditions are assumed:

- The information necessary for the diagnosis can be
obtained directly from the telemetry data, from the
computer at SSOC and from the knowledge database of

its own.

- This system does not diagnose the status of the space-
craft during the AOC maneuvers, since it cannot predict
how the status would change in these maneuvers
conducted by a team of specialists.

This system is developed on a personal computer
system using a commercially available diagnostic domain
shells, "Manadeshi” (a favorite pupil). [t has four major
components called "System Manager’, "Knowledge
editor”, "Inference Engine” and "Knowiedge Database’ as
shown in Fig. 6, and it has the following functions:

Creation of Knowiedge Database

The knowledge database is created by the conversations
between the knowledge editor and human experts. The
editor classifies the knowledge for diagnosis into the tree
formation, and each node of the tree is defined by a set of
a question and an answer, The system can control the
procedure of editing such as issuing several questions
related with each other at once or skipping some
questions to which answers have been already obtained.
In case that the human expert could not give a unique
answer, or a criterion of the diagnosis should be fuzzy,
the editor provides a table in which a causal relatonship

PERSONAL COMPUTER SYSTEM

JAFANESE M35 03571

¥0_QUT

Figure 6: Structure of the diagnosis system

between the given knowledge and the resuit of diagnosis
is defined with a weighed number.

Execution of Diagnosis

The diagnosuc procedure is conducted by tracing the
nodes of the tree formauon created by the knowledge
editor. At each node, the inference engine judges whether
the satellite is in normal condition or not by comparing
the data representing the current status with the criteria of
diagnosis stored in the knowiedge database. These data
are inputted from the consoles monitoring telemetry,
attitude. AGC levels of receiving signals and so on.

The diagnostic procedure can be done in "Online Mode"
or in "Manual Mode". In the online mode, the necessary
informaton obtained from the telemetry data can be
inputted automatically from the telemetry monitoring
console via Ethernet LAN. Though the other informa-
tion not included in the elemetry data should be inputted
manually by an operator at the present time, it is now
planned to input every necessary data through the
computer network and then to make the diagnosiic
procedure fully automatic in reaitime manner.

To the contrary, in the manual mode, an operator has to
answer lo the questions by inputting data manually at
each node of diagnosis. However, even in this opera-
uonal mode, approximately 80 % of informaton can be
inputted autornaucally if the operator orders Manadeshi o
get telemetry data through Ethernet LAN.

On wracing the nodes of the tree, the ground segments at
S§SOC and UDSC are checked at first, and then the
onboard subsystems, which are cailed as Common
Instruments (CI's), such as power suppiy, communica-
tions, thermal control, house keeping, AOC, RCS
(Reaction Control System) etc., are diagnosed in order on
the assumption that the ground segments are healthy. It
is followed by the diagnosis of the Scientific Instruments
(SI's), also assuming that the ground segments and the
common instruments have been certified as normal.
Table | shows capacity of the diagnostic knowledge data-
base for Cl's and SI's, and the general flow of the
diagnosis process for Cl's and SI's is shown in Fig. 7.

The results of diagnosis are displayed and printed out
with detailed explanations so as to be easily understood
by the personnel who is not familiar with the spacecraft
system. Fig. 8 shows an example of the display. In
case that Manadeshi judges the emergency measures
should be taken, it recommends a minimum number of
commands (the first-aid commands) to be sent so as to
save the spacecrafl from the catastrophe, and outputs a
list of telephone numbers of senior engineers or
scientists who can supervise the further contingency

operations if necessary..

The log of diagnoses is kept in a file and it can be
reproduced in any time. It is also possible to remake the
diagnostic procedure by giving different answers (o the
reproduced log.
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Table 1: Capacity of the diagnostic knowledge database for the common and scienufic instruments

Common [nstruments

Scientific [nstruments

BCM*' BAO*? BPS*? BDC** LEP EFD MGF HEP PWI BPIC CPI
TREE NODES 121 53 5 0 20 36 10 18 8 5 3
QUESTIONS 99 89 51 101 1 29 1 l 1 1 4
TABLES 3 0 2 0 0 0 0 0 0 0 0
*! BCM: Operation Control and Data Processing System

*2 BAD : Attitude and Orbit Control System
*3 BPS: Power System
*4 BDC : General Questions for Operation Summary
MWARTSOG (P DIAGRSTIG OF
(TN DSTRMENTS CTTIFIC STRIETS
awun- | | oo | ’NG | or HK | pcs | |areos s
DIAGOSING DIANEDNG DLAEDG 1!]!]?[5]35 UAMENG | DAGEING NAGEING DIAGEEING
/ /
B OMNI- D0 ANG DR K | | pes | |arsoe s A
() s [ { - || a AT =
oK1 oK1 OK! oK! QK! oK! OK! oK1 . oK!

Figure 7: General flow of diagnosis of space segments for the common and scienufic instruments
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Figure 8: Example of the diagnosis display

Conclusion

An overview of the ISACS sysiem was described. The
Al technology and the EXPERT system have been
getting applied in many fields. For example, the
EXPERT diagnosis system is broadly utilized in the
mass-production lines for automobiles. electric appli-

ances for home use elc., because it is easy lo create a
diagnosis system applying the stochastic analysis based
on many sample data from troubles in the mass-
production lines. However, though some cases of
success have been reported, it is difficult to apply the Al
technology to the operations of a satellite, specially of a
tailor-made scientific satellite.

We challenged this difficulty, and so far the ISACS
system has been working well in the ground control and
mission operauons of the GEOTAIL spacecraft. For
example, Manadeshi has detected minor abnormalities in
the scientfic instruments {our times by now, and every
time we could deal with it

Finally, we would like to show an episode. Though
Manadeshi is the favorite pupil of the human experts on
the satellite operations, he (or she ?) is now educating
junior operators of the GEOTAIL spacecraft by narratives
on the screen displayed in the ISACS system.
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ABSTRACT

ESA has developed standards for packet
telemetry (Ref.2) and telecommand (Ref.3),
which are derived from the
recommendations of the Inter-Agency
Consultative Committee for Space Data
Systems (CCSDS). These standards are
now mandatory for future ESA programmes
as well as for many programmes currently
under development. However, whilst these
packet standards address the end-to-end
transfer of telemetry and telecommand data
between applications on the ground and
Application Processes on-board, they
leave open the intemnal structure or content
of the packets.

This paper presents the ESA Packet
Utilisation Standard (PUS) (Ref.1) which
addresses this very subject and, as such,
serves lo extend and complement the ESA
packet standards. The goal of the PUS is to
be applicable to future ESA missions in all
application areas (Telecommunications,
Science, Earth Resources, microgravity
etc.). The production of the PUS falls under
the responsibility of the ESA Committee for
Operations and EGSE Standards (COES).

Packet

Keywords:  Packet Utilisation,

Structure, COES.
1. INTRODUCTION

In the past, the monitoring and controi of
satellites was largely achieved at the
"hardware" level. Telemetry parameters
consisted of digitised read-outs of analogue
channels and status information sampled
from registers or relays. These parameters
were sampled according to a reguiar pattem
and appeared at fixed positions in a
telemetry format.

Similarly, control was performed using fixed-
length telecommand frames which contained
basic instructions for loading on-board
registers or for enabling/disabling switches.

Moreover,
communications

the associated space-ground
techniques guaranteed
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neither a reliable nor a complete
transmission of telemetry and telecommand
data.

Through the 1980s, there was a progressive
increase in the use of on-board software to
implement functions which should logically
be performed on-board the satellite rather
than on the ground e.g. control loops with
short response times, data compression
prior to downlink etc, However, this
software had to be remotely monitored and
controlled using the traditional hardware-
oriented techniques.

This imposed significant constraints on the
on-board software implementation, limiting
its flexibility and consequently hampering
the trend towards more on-board intelligence
and autonomy.

In order to overcome these problems, the
CCSOS recommended the use of telemetry
and telecommand packets (Refs. 4 & 5)
which provide a high quality space-ground
communication technique enabling a flexible
exchange of data between an on-board
Application Process and a ground system.
An Application Process is a logical on-board
entity capable of generating telemetry
packets and receiving lelecommand packets
for the purposes of monitoring and control.
It is uniquely identified by an Application ID,
which is used to establish an end-to-end
connection between the Application Process
and the Ground, Many different mappings
can be envisaged between Application
Processes and on-board hardware. At one
extreme, each platform subsystem or
payload (or part of thereof) could contain its
own Application Process. In a more modest
design, a single Application Process, say
within the OBDH, could serve many, or even
all the on-board subsystems and payloads.

The door was now open to implement a
"message-type” interface between ground
and space-based applications and thus to
move towards the realisation of “process
control® techniques.

In 1987 ESA set up the Committee for
Operation and EGSE Standards (COES).
The primary objective of this group was lo
define those functions which are common



between a satellite checkout system (EGSE)
and a satellite control system. Even though
these systems are used for different
objectives and in different project phases,
the logical interface to the sateliite is
identical and many of the functions are
similar. Therefore, a common system
could be used for the pre-launch checkout
and post-launch mission operations both
within a given project and also across
different projects (see Fig.1).

SATELLITE
CHECKOUT

"ol

2

MISSION 3
ys, | CONTROL {ﬁﬁ
N, |centre /

Fig.1 Check-out / Operations Commonality

COES decided 1o define such a common
system for missions using the newly defined
ESA Telemetry and Telecommand packets.
However, the flexibility introduced by the
use of packets leads to the possibility of
implementing a given control function in
many different ways. It soon became clear
to COES that its task was only feasible if a
clear satellite-ground interface existed,
based on the use of packets.

Consequently, the first task of the COES
was to produce a standard which defined
precisely how telemetry and telecommand
packets should be used.

2. SCOPE OF THE PUS

The term “Utilisation" is used in the litle of
the standard, since the intention is that the
PUS should address all aspects relating to
the use of packets i.e. the circumstances
under which they are generated and the
rules for their exchange, as well as their
structure, format and content.

The PUS can therefore be seen as an
interface document defining the relationship
between space and ground.

The PUS contains the following elements:
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operational requirements relating to
satellite monitoring and control
functions and to lestability;

standards for the secondary data
header of telemetry and
telecommand packets;

the definition of a set of PUS
Services which respond to the
operational requirements. A
Service specification Inciudes the
corresponding on-board Service
model and a full definition of all the
Service Data Unils (SDUs)
supported by the Service i.e. the
telemetry and lelecommand
packets;

¥

standards for the data structures
and parameter encoding types
allowabie within packets.

The Operational Requirements cover all
aspects of Nominal and Contingency
Operations for the full spectrum of mission
types and classes. They include generic
requirements for:

v

the different classes of telemetry
data to be transmitted to the ground
and the circumstances under which
the data shall be generated;

the provision of different levels of
lelecommand access to the satellite
to ensure the maximum degree of
controllability;

telecommand venfication;
the control of on-board software;

the loading and dumping of on-
board memaonies.

Vv

v
v
*

In addition, requirements are identified for a

number of "advanced” on-board

functionalities, which may only be required

for particular classes of mission:

'b on-board scheduling of commands
for later automatic release;

‘b on-board parameter monitoring;

'b on-poard storage and retrieval of
data;

\b transfer of large data units (e.g.

files) between space and ground
and vice-versa.
for

requirements Contingency



operations cover the setting up of a
"diagnostic® mode, wherein the ground can
oversample selected telemetry parameters
for ground evaluation purposes. Also, it
should be possible to by-pass on-board
functions by ground command and to
operate a function in an off-line mode in
order to isolate hardware faults.

The Packet Data Field Header (PDFH) is
left undefined within the ESA packet
standards. However, the PUS identifies a
fixed structure for this header for both
telemetry telecommand packets, which is
shown in Figure 2 below

[ Version |Chllhmr Ak Barvice Service
Number | Type Sub-type
| b | Vb 4 bitn ¥ bits ¥ bite
Telecommand Packet Data Header
Version | Chechsum | Sarvies  Service 1
Numbsr = Type ' Sewe Typu Sub-trpe T
Ibits | 1B | dbime bt I bits Vanasie |
- W
Telemetry Packet Data Header e

Fig. 2 : Packet Data Fieid Headers

The POFH for telemetry and telecommand
packets is identical, with the exception that
that a telemetry packet may (optionally)
contain a time field for datation purposes.

The version. number allows for future
versions of the data field header and
possibly of other aspects defined by the
PUS. For example, a new version could be
defined for packets containing muitiple
Service Data Units, as proposed by
NASA/JPL for deep-space missions.

The two most important fields in the PDFH
identify the Service Type and the Service
Subtype to which the packet relates. The
specification of the “standard" Services
provided by the PUS constitutes the bulk of
the standard and these Services are
covered in more detail in the next section.

In principle, 256 Services and, for each
Service, 258 Service Subtypes can be
defined. The range from 0 to 127 is
reserved for the PUS, in both cases, whilst
the range from 128 to 255 is denoted as
"mission-specific'. The PUS thus has
considerable growth capability for the later
Introduction of new Services or new Service
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Subtypes within an existing Service.
3. PUS SERVICES
At present, 17 PUS Services have been

defined and these are listed in Table 1
below.

Service Name

1 Telecommand Verification

2 Device Command Distribution

3 Housekeeping & Diagnostic
Data Reporting

4 Statistical Data Reporting

- Event Reporting

6 Memory Management
7

8

Task Management
Function Management
9 | Time Management

10 Time Packet
1 On-Board Scheduling
12 On-board Monitoring
13 | Large Data Transfer
14 Packet Transmission Control
15 | On-Board Storage and
Retrieval
16 | On-Board Traffic Management
17 | Test
Telecommand Verification Service

Whiist none of the PUS Services is
mandatory, it is expected that all
Application Processes would implement
this particular Service. Depending on the
operational requirements and the on-board
capabilities, commands can be verified at
all stages: acceptance, start of execution,
intermediate stages of execution and
completion of execution. The selection of
verification stages and whether positive as
well as negative acknowledgement
packets shall be generated can be done at
the level of each individual command
which is uplinked.

Device C | Distribution Servi

There are 3 sub-services for the
distribution of hardware-level commands:

Re

distribution at  Telecommand
Segment level; these commands
require no software for their
execution and would be used e.g.
for unblocking or resetting the on-
board Packet Assembly Controller
(PAC);



distribution by the cPOU
{Command Pulse Distribution Unit)
within the decoder. These are
high priority on/off commands
which are distributed directly
(hardwired) to on-board devices;

distribution by other Apglication
Processes to devices, for exampie

over an internal bus. Such
commands may be used for
normal operations or in a

contingency situation e.g. where
the normal higher-level control of
the device is not to be, or cannot
be, used.

Reporting Service

The housekeeping sub-service covers the
reporting of engineering data 1o the

ground for monitoring and evaluation
purposes. In order to adapt to changing
operational conditions, the capability

exists to define new housekeeping packets
(or to re-define the contents of existing
packets). Also, instead of systematically
transmitting the housekeeping data to the
ground, an optional *event-driven” mode
is available. Event-driven means that the
housekeeping packet is only generated if
the value of a paragmeter within it varies
by more than a prescribed threshold.

The diagnostic sub-service is Uused to
support ground-based troubleshooting,
where high sampling rates may be
required for selected parameters

Statistical Data Reporting Service

In addition to the direct reporting of
engineering data to the ground, summary
statistical data may also be provided,
consisting of the reporting of maximum,
minimum and mean values of specified
parameters cver a time interval.

Event Reporting Service

This Service covers reports of varying
severity from ‘normal® reports [e.g.
progress of operations) to the reporting of
serious on-board anomalies. This provides
the mechanism for on-board functions to
report to the ground autonomous actions
they have taken or events they have
detected.
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Memory Management Service

This covers all aspects of loading and
dumping of on-board memory blocks, as
weil as performing checksums on specified
memory areas on ground request.

Task Management Service

This Service allows the ground to exercise
control (e.g. start, stop, suspend etc.) over
on-board software tasks managed by an
Application Process, For many missions,
this level of control may only be exercised in
contingencies.
Function M ntSe

This Service provides the "nommal”
mechanism for control of the functions
executed by an Application Process (e.g.
activate, deactivate, pass parameters etc.)

Time Management Service

This service permits control over the on-
board generation rate of the Time Packet.
in the future, this may be extended to cover
the use of GPS.

Time P ervi

This service is constituted solely of the Time
Packet which is defined at the higher level
of the ESA Packet Telemetry Standard
(Ref.2).

On-Board Scheduling Service

For many missions, it will be necessary to
load telecommands from the ground in
advance of execution, for release on-board
at a later time. For example, LEO missions,
where operations must be conducted whilst
outside of the limited ground passes.

This Service provides the capability for
loading, deleting, reporting and controlling
the release-status of telecommands in an
On-board Schedule, Telecommands may
also be time-shifted, without the necessity of
deleting and re-ioading them with new times.

A telecommand may aiso be "interiocked” to
another telecommand, released earlier in
time from the Schedule. That is to say, the
release of the telecommand will be
dependent on the success (or, aitematively,
the failure) of the earlier command.

On-Board Mo



This Service provides some of the basic
telemetry monitoring functions which are
normally implemented on the ground i.e.
mode-dependent limit, trend and fixed-
status checking. Out-of-limit conditions are
automatically reported to the ground.

ervic

For many mission, it is anticipated that the
largest desirable packet size may be much
smaller than the maximum allowed by the
ESA standards. This Service provides for
the reliable transfer of a large Service Data
Unit of any Type (e.g. a file. a large memory
load block or a large report) by means of a
sequence of smaller packets. The Service
may be invoked either for the uplink or the
downlink of a large Service Data Unit.
t Transmi ontrol Service

This Service permits the enabling and
disabling of the transmission of packets (of
specified Type/Sub-type)  from an
Application Process.

On-Board Storage and Retrieval Service

This Service allows for the selective storage
of packets for downlink at a iater time under
ground control.

In principle, a number of independent stores
may exist, which may be used for different
operational purposes. For example, for
missions with intermittent ground coverage.
packets of high operational significance (e.g.
anomaly packets) could be stored in a
dedicated packet store so that they may be
retrieved first during the next period of
coverage.

A "lost packet recovery” capability may also
be achieved by systematically storing all
event-driven packets on-board.

On-Board Traffic Management Service

This Service provides the capability to
monitor the on-board packet bus (e.g. is
load, the number of re-transmissions etc.)
and to exercise ground control over on-
board traffic and/or routing parameters or
problems.

Test Service

This Service provides the capability to
activate test functions on-board and to
report the results of such tests in the
telemetry. A standard Link Test ("Are you
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alive?”) Sub-service is provided.
4. MISSION-TAILORING

An important aspect for the wider
acceptance of the PUS is that it should be
easily to tailor it to the specific requirements
of a given mission.

This consideration has been at the forefront
whilst developing the standard and is
achieved by the following measures:

L7

a mission may choose to implement
only that sub-set of the PUS
Services (and/or  Sub-services)
which it deems appropnate to its
requirements;

the structures defined for the
Service Data Units (the
telecommand and telemetry

packets) identify "mission-optionai*
fields. These comrespond to the
"optional® capabilities within a
Service (the so-called Capability
Sets). If a capability set is not
implemented for a particular
Service, then the comesponding
mission-optional fieids may be
omitted;

for the data type of each field of the
Service Data Units, the PUS only
specifies the encoding type (e.g.
real or integer) with the encoding
length being specified at mission-
level;

Thus, a mission may remain fully compliant
with the PUS whilst incurring no detrimental
impact on its packet overhead as a
consequence.

5. VALIDATION

Prior to approval of the PUS, and before
implementing supporting infrastructures, it
was necessary to ensure the cormectness,
practicability and operational usefulness of
the standard. This was achieved by means
of a prototyping exercise completed in 1992,
which both validated the standard and, at
the same time, provided some indicators for
possible implementation techniques.

The packet communication techniques were
not addressed in this prototype since these
have already been independently
demonstrated, Instead, the prototype
concentrated on the end-to-end application-



level aspects, emulating the on-board
behaviour in response to the Ground control

system.

This prototype (called PUSV) runs on one or
two SPARC workstations and at the same
time allows modeiling of different on-board
Application architectures. A reference
satellite model (callea PUSSAT) was
implemented for validation and
demonstration purposes.

6. FUTURE PERSPECTIVE

The draft Issue of the PUS has been
exhaustively reviewed at Agency level
during the course of 1993 and is currently
being updated to reflect this review process.
It is expected that the PUS will become an
approved Agency standard in the first half of
1994,

The PUS is expected o evolve in the future,
in an incremental manner, as new
monitonng and control Services become
sufficiently mature to be generalised and
thus standardised.

ESOC is currently undertaking a major
mission control Infrastructure development.
the so-called SCOS-II, which is a distnbuted
system based on SUN workstations. SCOS-
I will provide full application-level support to
missions conforming with the PUS,

COES is also _specifying the functional
requirements for a genenc system to be
used for checkout and operation across
different projects.

7. REFERENCES

1. Packet Utilisation Standard (PUS),
ESA PSS-07-101 Issue 1, Draft
October 1993.

2. Packel Telemetry Standard, ESA
PSS-04-106, Issue 1, January 1988.

3. Packet Telecommand Standard,
ESA PSS-04-107, Issue 2, April
1992,

4. (CCSDS) Packet Telemetry, 102.0-

B.2, Blue Book, January 1987.

8. (CCSDS) Telecommand: Part 3,
Data Routing Service, 203.0-8.1,
Blue Book, January 1987.

6. (ESA) EGSE & Mission Control
System (EMCS) Functional

316

Requirements Specification, ESA

PSS-07-401, Issue 1,
November 1992.

Draft 8



RBCM - J.of the Braz.Soc.Mechanical Sciences ISSN 0100-7386
Vol. XVI - Special Issue - 1994 Printed in Brazil

GROUND SYSTEMS I

1. Keyte, K. (Vitrociset-Italy):
"SCOS II - A Distrubuted Architecture for Ground
System Control" 319

2. Carrou, J.P.; Campan, G.; Fourcade, J. and
Foliard, J. (CNES-France):
"The Technical Evolution of Ground Flight Dynamics
System Utilized for Spacecraft Operations" 327

3. Kruse, W. and Pilgram, M. (DLR-Germany) :

"Inter-Agency Cross-Support: A Decade of
Experiences by GsSoC" 335

317



ISSN 0100-7386
Printed in Brazil

RBCHM - J.of the Braz.Soc.Mechanical Sciences
Vol. XVI = Special Issue = 199

SCOS II - A DISTRIBUTED ARCHITECTURE
FOR GROUND SYSTEM CONTROL

Karl P. Keyte
Vitrociset S.p.A., Rome, Italy
c/o ESOC
Robert-Bosch Strafle 5
D-64293 Darmstadt
Germany
E-mail: KKEYTE@ESOC.BITNET

Abstract

The current generation of spacecraft ground
control systems in use at ESA/ESOC is based on the
SCOS I Such systems have become difficuit to
manage in both functional and financial terms. The
next generation of spacecraft is demanding more
flexibility in the use, configuration and distribution of
control facilities as well as functional requirements
capable of matching those being planned for future
missions.

SCOS-11 is more than a successor to SCOS-I. Many
of the shortcomings of the existing system have been
carefully analysed by user and technical communities
and a complete redesign was made. Different tech-
nologies were used in many areas including hard-
ware platform, network architecture, user interfaces
and implementation techniques, methodoiogies and
language. As far as possible a flexible design
approach has been made using popular industry
standards to provide vendor independence in both
hardware and software areas.

This paper describes many of the new approaches
made in the architectural design of the SCOS-I.

Key words: Ground System Control, Distributed
Architecture, SCOS.

Past Shortcomings

The shortfalls of the current system are manyfold.
The architecture of SCOS-I is based around a central
VAX processor with connected user terminals or
workstations. SCOS [-A uses custom built
workstations based on Intel 8086 CPUs. SCOS I-B
uses Sun workstations which perform only user-
interface related tasks. The lack of distribution of the

workload places high demands on the central VAX
system which is often stretched to provide the
processing power for the spacecraft control as well as
the communication with the workstations. Response
times are poor, retrieval performance suffers as more
users access historical data and the flexibility of the
services offered is limited.

SCOS-1 also suffers a maintenance problem in that
nearly no two operational missions have used the
same version of the control software, making the job
of the maintenance team very difficult as they
struggle to support multiple versions of the system.

Perhaps the largest shortcoming of the existing
system is the lack of support for many features
common to all spacecraft, Whilst much of the telem-
etry processing is handled within the SCOS-,
telecommanding is left to custom mission software.
This is also the case for data reception, command
verification and spacecraft database maintenance,
Large amounts of manpower have been required for
development of custom mission software to provide
these essential tasks. Figure 1 shows the depend-

Figure 1 - SCOS-I Mission System Construction
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encies in the construction of a mission system based
on SCOS-1. As can be seen, it is not only the custom
mission software which must be written but typically
also a number of modifications to the SCOS-I kernel
software. The combination of the two are then used
to generate the final mission software.

Figure 2 - SCOS-II Mission System Construction

In contrast to the SCOS-I philosophy, SCOS-1I
aims to provide mission teams with a customisable
system, functional in its own nght., with which the
teams extend the system at the interface points pro-
vided by SCOS-II. Figure 2 shows how a mission
system is constructed by building extensions to the
provided interfaces of SCOS-II. This system allows
much tighter control of the interfaces provided and
enables the SCOS-II maintenance team to support
only a single version of the system. If a mission
identifies a need for unforeseen interfaces, it is
provided for all missions and may be used if
required. The use of Object-Onented technology
greatly assists in the process of extending the system
through these provided interfaces.

SCOS-I1 Architecture

In the initial analysis and design phases of SCOS-
II an effort was made to address the shortfalls of the
existing SCOS-1 system. In particular, those areas
which deteriorate and degrade with increasing space-
craft complexity were given special consideration, as
SCOS-I is a system designed to support a future of
satellites whose characteristics were not and are still
not known. The chief design goals were portability,
scalability and flexibility. It was also hoped that by
selecting a set of standard building blocks, more
modern and appropriate methodologies and powerful
workstation technology, that cost-effectiveness would
be increased in terms of providing greater
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functionality for a similar investment to that made
traditionally.

Basic Network Architecture

In contrast to the previous generations of ESA's
ground-control systems, the SCOS-IlI architecture
leaves behind the concept of centralised processing of
spacecraft data. The onginal approach was clearly
made for financial reasons, though the current
availability of high-powered personal workstations
offers the possibility of distributing processing to the
users or locations where it is most needed. A SCOS-1I
system is based around a local-area network with
workstations connected in a number appropriate for
the mission being undertaken. The philosophy of the
design is such that workstations shouid be made
sufficiently independent 1o allow the addition and
removal of user-workstations without a functional
Impact on operations.

Each SCOS-II workstation comprises a high-
performance Unix system (currently baselined as a
Sun Sparc-10 machine) with one, two or three high-
resolution colour monitors, large local disk capaaty
and a network connection. At present a 10Mbit

Figure 3 - Section of typical SCOS-II configuration

Ethernet network is used to connect all machines.
Figure 3 shows a partial contiguration of four typical
workstations connected together on the local-area
network.

The network architecture together with the inde-
pendent control software of each workstation pro-
vides much fauit tolerance at the workstation level.
If a single workstation malfunctions it may be
removed from the network for repair or replacement
without undue impact on users at other workstations.
A replacement workstation may be connected directly
to the network in its place to provide a continued



service for the user suffering the interruption.

Telemetry Distribution

One of the more novel aspects of SCOS-II. and of
particular importance in providing the required per-
formance on a possibly large network. is the manner
in which telemetry from the spacecraft is received
and distributed. Since no single computer on the
network is responsible for processing data received
from the satellite, a means of providing each
workstation with the required telemetry is required.
SCOS-II chose to broadcast all housekeeping telemetry
on the local-area network, allowing any workstation
to gather the data it requires. Each workstation is
therefore free to select the type of data it wishes to
process and ignore any in which it has no interest.
As telemetry arrives at each workstation it is stored
in a shared memory area and applications running
locally are notified of the arrival of the new data.

Usually associated with the broadcast of data on
a network rather than a point-to-point transmission
is the unreliability of delivery. This is because the
sender has no knowledge of the potential recipients
and can make no attempt to verify that the data has
been correctly delivered. This is synonymous with all
broadcast transmissions such as radio and television.
In the SCOS-II system however, there are occasions
where a greater level of reliability is required. It
would be possible for recipients to register their
intent to receive with a central manager and leave the
responsibility of ensuring safe delivery to that man-
agement function. This "would create an unwanted
single point of failure which is against the design
philosophy of the SCOS-II system.

To provide a high-level of reliability within the
broadcasting system, SCOS-II designed and build a
custom Inter-Process Communications (IPC) library
based on the Internet Protocols (IP). As well as
supporting the common TCP/IP and UDP/IP proto-
cols, the SCOS-II [PC supports an extension, UDP+.
UDP+ may be used for reliable delivery of point-to-
point or broadcast data, thereby avoiding the poten-
tially dangerous limitation. The system does notand,
due to inherent network limitations, can not guaran-
tee 100% reliable data delivery but it provides both
the sender and receiver of data the knowledge of any
failure to complete the transaction.

The current use of an Ethernet network has been
selected for the medium term and is expected to be
adequate for telemetry rates of satellites over the next
5 years. Extending SCOS-II to use fibre-optic technol-
ogy such as FDDI in no way affects the logic of the
design and it is envisaged that this direction will be

taken at some time in the future.

The means with which telemetry arrives in the
system is mission specific and SCOS-iI will deliver a
basic telemetry reception and broadcast service for
mission teams to extend. The telemetry receiver must
handle non-standard protocols, multiple data sources,
etc. SCOS-II currently works with packetised telem-
etry according to ESA's Packet Utilisation Standard
and the telemetry broadcast service expects packets
to conform to that standard.

Network Cache & Retrievals

One of the most challenging requirements made
on ESA's ground control systems is that of data
retrieval. All housekeeping data must be stored and
maintained for the full duration of the mission. A
user must have the capability to request a retrieval of
any period of data over the lifetime of the mission.
Traditional systems have maintained only a small
subset of mission data on line and have had to resort
to a very slow off-line tape or cartridge service to
examine data which has migrated out of the control
system. Data recovered in this fashion may not be
viewed at the control workstation.

SCOS-1I aims to provide mission controllers and
spacecraft engineers with the toois to retrieve data
from any period of operations efficiently and using
the same tools and applications to view the data as
they use to examine real-time data. This is achieved
using a two-level storage scheme for data packets. All
packets broadcast on the network are received and
stored by a History File Archive (HFA) application
running nominally on a dedicated workstation. The
existence of the HFA allows all applications on any
workstation to make network retrievals. This scheme
however, loads the network with retrieval data for
each user retrieval as well as the real-time telemetry
transmissions. With an increase in the number of
workstations on the network the likelihood of mul-
tipie simultaneous retrievals increases and the load
on the network may reach saturation levels. Usage
patterns also show that during a period of particular
interest, many users make retrievals for the same
periods. SCOS-llI addresses this network loading
problem with the Network Cache.

The SCOS-II Network Cache is an application
which exasts on each workstation on the network. It
is the only recipient of telemetry data and is respon-
sible for making the data received available to all
applications via shared memory. In addition, the
telemetry received is stored on local disk in a cache
area. Rather than retrievals being addressed to the
HFA they are directed to the Network Cache. Should
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the data covering the period of the retrieval be found
in the cache it is returned to the application with no
network communication whatsoever. Since the size of
the local disk is large (typically between IGB and
4GB), the cache is able to store a large amount of
data locally. Most retrievals relate to recent data and
only rarely will data not be found in the local cache.

Should a retrieval request be made for data which
is no longer resident in the cache, then the responsi-
bility is on the Network Cache to request the data
from the HFA, returning it to the application in the
usual manner. This allows applications to make

real-time telemetry and retneval data. It should be
noted that the data passed from the Network Cache
to the applications (data users) consists only of
memory addresses from which the application may
access the actual data. This allows read-only access of
the data without any additional copying between
process contexts. Services exist to ensure that the
applications cannot address incorrect data should the
original data have been dropped by the cache by the
time the application is ready to examine it.

An extension of cache policies is currently being
examined to further opumise periormance. Since

Figure 4 - Internal architecture of the SCOS-II kernel

retrieval requests covering any period in a consistent
way, keeping the actual location of the data transpar-
ent to the requester.

Additional services are available to the application
to examine the time span of data without necessarily
retrieving the full content. This provides facilities to
browse the index of available data without incurring
the penalty of handling the full data voiume.

Figure 4 shows the architecture of the SCOS-II
kernel, identifying the elements invoived in handling

usage patterns indicate that users tend to retrieve
similar periods of data, a predictive retrieval
aigorithm may be used to pre-load, via broadcast, the
caches at workstations other than the one making the
request. This is only the case when data must be
obtained from the HFA server. Using this scheme
will allows all users to view the same histonic data
with only a single request to the archive server being
made from the first initiator of the request. Currently,
however, iocal cache disk capacities are of adequate
size to provide a high percentage of retrieval requests
with data directly from the cache.
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Long-Term Archiving

In the discussion on the SCOS-II Network Cache
it was indicated that the History File Archive (HFA)
maintains all historic data for the duration of the
mission. The volume of data invoived is clearly very
large, particularly for a spacecraft with high data
rates and/or long operational lifetime. It is not
entirely true to say that the HFA will keep the fuil
mission data in all cases. The mission requirements
dictate the configuration of the long-term storage
medium. In the simplest (and most economical) case
the history archive will be maintained as a circular
history on disk, much like the Network Cache. At the
other extreme the configuration may comprise a
migratory “infinite" storage system as shown in
Figure 5. Such a configuration provides a huge voi-
ume of data via re-writable optical disk. Access

Figure 5 - Migratory "Infinite” storage system

speeds are optimised by using magnetic disk and
RAM as lower-level caches. Data is initially buffered
in RAM (and written through to magnetic disk). As
the data is not accessed it quickly disappears from
the RAM. If it is still not accessed for some pre-
determined time it is copied to optical disk and
dropped from magnetic disk. When it is re-accessed,
the data follows the opposite direction, being held in
RAM for the time it is required to increase access
time.

Since retrieval requests to the HFA may vary
dramatically in frequency and wolume of data
requested, a policy of scheduling and prioritisation is
needed. The SCOS- HFA uses an interleaving
technique to provide each request in its request
queue with a configurable volume of data before
moving on to the next request. Requests are thus
handled in a round-robin manner to prevent unaccept-
able response times in cases where a large retrieval
request arrives before subsequent requests. [n addi-
tion to this simple scheduling algorithm a priority

may be associated with each request to influence
either the frequency in which the request receives
attention or the volume of data retrieved each time
attention is received. The algorithms are not unlike
the CPU sharing algorithms of multi-tasking and
time-sharing operating systems.

Retneval requests fall into two broad categories:
on-line requests or batch requests. The first category
typically includes all retnevals made by spacecraft
controllers and engineers at user workstations. They
are normally of low-volume with a demand for a
high response time. The batch requests are made by
applications performing such tasks as spacecraft
performance monitoring, where a large volume of
data may be required to identify parameter trends
and variances. The scheduling and particularly the
prioritisation algorithms greatly assist in satisfying
these different demands.

To optimise the use of workstations' local network
cache it is possible to configure a workstation as
being used predominantiy for a specified task. For
performance monitonng tasks as descnbed above, for
example, it may be appropnate to increase the size of
the network cache space by adding disks and to
disable the caching of data other than that being
examined. This greatly increases the chance of a
cache /uf and reduces the number of accesses made
to the HFA.

Sharing Data between Applications

With the introduction of a distributed architecture
the shaning of data between applications becomes
more difficult. Applications may be resident at any
location on the network and the integrity of common
data must be maintained. SCOS-11 uses two schemes
for making the sharing of data possible. The first
provides facilities for sharing object hierarchies across
the network in a distributed manner. The second
addresses the sharing of data local to a warkstation
where performance demands are more challenging.

* Object Store

The configuration of the spacecraft and the control
system is maintained in the Mission Information
Base (MIB). The MIB must be available at ail
workstations and sections may be modified locally
to test new configurations. SCOS-II looked at a
number of commercial Object-Oriented database
systems during the anaiysis phase, but rejected
this option in favour of a system built in-house.

The SCOS-1I Object Store maintains a central base
of objects which may be accessed from any appli-
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cation, anywhere in the network. The Network
Cache is once again used to optimise access to
frequently referenced data. Any changes to the
centrally maintained information base override the
MIB by being held locailv. After testing changes
users (subject to authorisation checks) may make
the changes available to either a selection of users
(by direct transmission to individual workstation
Obiject Stores) or all users (by returning changes to
the central MIB).

Figure 6 - Object Store Data Routes

Figure 6 shows the paths of the data between
application and Object Store. Note that the central
information base is managed by an Object Store
server and the local caches are managed by an
Obiject Store client. This scheme foilows a conven-
tional client/server relationship common in
distributed systems. °

- Locally Shared Objects

In contrast to the distributed nature of the Object
Store where data must be made available to
applications running at different locations on the
network, SCOS-II also provides a highly efficient
means of sharing data locally at any one
workstation. Shared memory is used to store
objects of data managed by the shared object
control services. These services are required to
provide applications with the appropnate
addresses (which may be different for the same
object for each application) and to protect the data
from concurrent modification by more than one
application. Performance is enhanced by using
cooperative rather than mandatory locking and by
offering access to the data without copying to the
processes own context.

Further services are provided by the SCOS-I
control system to allow applications to make use of
shared resources at their own discretion. A network-

wide semaphore system is available to provide mutual
exclusion to any resource on the network without
invalidating the integnty of that resource.

Future Issues and Directions

SCOS-1l is planned in three main phases. The Basic
System provides functionality comparable to existing
control systems in ESA but with much increased
performance and extended flexibility in the user
interfaces. The Advanced System adds considerable
functionality to the area of spacecraft modelling and
the manner in which users may view the model. A
Release 2 of the system i5 planned for the future
which will extend the services of the control sysitem
in other areas. Some of these areas have been provi-
sionally outlined - others will be decided based on
the experiences using the Basic and Advanced
systems operationaily.

Redundancy

SCOS-il uses a locanon-independent addressing
scheme for accessing shared services such as the
History File Archiver and the Object Store Server.
This means that the workstation wishing to make use
of the resource need have no knowledge of its
physical location. A plan has been formulated to
make use of this system to provide as much redun-
dancy of critical resources as required by duplicating
the services. The location independency allows the
switching of the prime service without the need to
inform the users of that service. Automatic switching
of redundant umts in the event of a prime unit
failure will provide users with an uninterrupted
Service.

Increasing Autonomy

Current controi systems require much intensive
and attentive support from spacecraft controllers. As
spacecraft become more and more compiex, the job of
such individuais becomes not only corresponding
compiex but also more critical. It is rapidly reaching
the stage where spacecraft controllers are unable to
monitor all attnibutes of the heaith of the system. It is
often not possible to extend the on-board autonomy
adequately to augment the work of the controllers.

ESA is currently undertaking studies and proto-
type programmes to maintain flight operations plans
electronically. This not only reduces the likelihood of
error in producing and updating the plans but also
offers the possibility of interfacing the flight plan
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with the control software. This would allow the
spacecraft controllers to refer to procedures directly
relating to any situation which the control system has
detected. Recovery procedures such as command
sequences may be automatically prepared and, if not
sent directly, given to the controllers for authornisation
prior to transmission.

Process Context & Migration

Although the current SCOS-II system distributes
control services within the network, it does so by
coordinated replication rather than optimising and
dividing the workload between workstations. To a
degree this approach promotes the safety of the
system by allowing each workstation to operate in an
independent manner, but there are foreseeable cases
where a sharing of processing may be desired.

An ESA study is currently underway to investi-
gate the migration of processing within a local- or
wide-area network This would allow a task to start
at one location and, on detection of a more efficient
or performant location to continue, would automati-
cally transfer to the new location. Such features
would ailow the processing capacity of the whole
network to be expanded by adding high performance
processors without any reconfiguration of existing
workstations.

External Access

There is a growing demand for wvisibility of
operations from sites other than the prime controlling
location. SCOS-II has been designed to be highly
configurable (in network size) and highly portable (in
terms of location of operation). For these reasons it is
not unreasonable to expect the system to be
employed at sites closer to users of payload data.
groundstations, etc. This, and an increasing interest
in a diversity of user communities in spacecraft data,
leads to a recognised need for the provision of
external access to the system. There have been very
justifiable concerns in the past about the safety and
security of a spacecraft into whose control system
access to the outside world is provided. Although it
is impossible to eliminate attempts at unauthorised
access it is also possible using modern networking
technology to greatly reduce the likelihood of such
access.

The inter-process communication services within
the current SCOS-II have facilities to add data com-
pression, encryption and authonsation. All of these
services would be of considerable importance in any
provision of external access. It is not however cur-
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rently envisaged that control services will be made
readily available outside the control centres but
rather the services relating to viewing and monitor-

ing spacecraft data.

Conclusions

The design of ESA's new generation control
system has been made with a much greater degree of
modularity and flexibility than before. Use of modemn
workstation and network technology have greatly
assisted in prowviding the hardware flexibility while
the object-oriented approach to the software defini-
tion and implementation has speeded up realisation
of the system.

It has not been possible to entirely eliminate
central provision of services due to costs and con-
venience, but SCOS-II offers a highly distributed
architecture with provision for vastly different
configurations. The smallest control system configur-
ation is the so-called “SCOS-Il-in-a-box” where the
complete system operates on a singie workstation
with no network At the other extreme is a system
with many dozens of workstations, archive and
database servers.

Performance considerations were of very high
priority during the design phase of SCOS-11. Because
of the anticipated large configurations of the system
individual workstation performance was not to be a
function of the number of workstations on the
network. The design of the telemetry distribution
system, together with the network cache, allows
workstations to be added without degradation in
performance. Although the system is not yet fully
tuned and optimised for operational use, the per-
formance so far attained is an order of magnitude
better than existing systems in use by ESA. Figure 7
shows the approximate data and packet rates of the

Sustainable Packet Rates Sustainable Data Rates
Bits per second

FAcxels DM secuns

Scos A/BH] 1s
scosil [Jso

Figure 7 - Comparative performance of SCOS-II



new SCOS-II relative to the existing SCOS-I system
and the ISO and Eureca spacecraft. These figures
have been measured using lower power workstations
for SCOS-II than is currently planned,

The SCOS-II system benefits not only from the
underlying architecture of its kernel but also from the
highly adaptable and extendable user interface
applications. A mission team will be responsibie for
taking the basic SCOS-II and extending these applica-
tions and configuring the distnbuted software para-
meters to meet the needs of the particular mission. In
this way SCOS-II may be seen as a library of "build-
ing blocks" with which the overall ground system is
constructed.
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Abstract

Since 1964, the CNES activity, as regards space
mechanics systems ground control. has been increasing
substanually. Onginally, it started with numerous smail
scienufic or application satellites which enabled to cope
with theoretical problems (orbit modeiizaton), tracking
datas from ground stations and the first uulizauons of
computers.

Later on, this activity was reinforced 0 give way o
preoperational systems, genuine prototypes of expioitable
space. Together with the specializations of mussions
Telecommunication and Earth observation satellites, the
new ground station networks were developed while
improved algorithms were using more efficient
computers.

Lastly, nowadays the commercial and operational
space industry uses well-itemized famulies of satellites,
efficient ground station nerworks and moreover computer
facilities based on the advent of a particuiarly
exhilariting computer science: workstauons. The latter
allowed a good match between computer facilities and
space mechanics and above all an efficient utlization of
renewed algorithmics using adaptable, reliable and easy
to extend informatics.

1. CNES experiences
These expeniments are described in three stages:
1.1. Introduction of space activities 1965-1974

French space activity began on 26 november 1965
with the launching of the Diamant rocket from
HAMMAGUIR. Space mechanics acuvity, started with
the launching of FR1 (6 december 1965 by a SCOUT),
D1A (17 february 1965 by a Diamant A) which allowed

the passage from theory to applicanon.

Later on this activity expanded rapidly thanks to a
great number of expenmental or scientific satellites,
thanks to the parucipauon of CNES to international
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tracking campaigns (TRAPOL, ISAGEX, GRI, ...) or to
sateilite programs in varied fields: telecommunication,
localizauon, meteoroiogy, geodesy.

At the ime the aims were concerning three types of
acuviues:

- the operanonal aspect based on orbit determination and
station visibilities, on sateilisauon diagnosis of nanonal
satellites, on arutude determinauon and lastly on
position and velocity onentation at each telemetry time;

-the theoretcal aspect to study new problems, the
upgrading of the issues in the light of experiences, the
study of new algonithms of fitung orbital parameters in
esumation theory;

- the mussion analysis aspect covering the study of
various parameters (orbit, attitude. date and launching
conditions) according to the satellite and launcher
characterisocs.

MAIN SATELLITES PROCESSED
DURING THE PERIOD 1965-1974

FRI (62 kg): Study of ionosphere. Very low frequency.

DIA (19 kg): Geodesy with doppler measurements on
150-400 MHz link. Stabilized by spin.

DIC-DID: Geodesy with laser reflectors. Stabilized
with the magnenc field of the Earth.

PEOLE: Training for EOLE.

.'EOLE:Localisanonsofbahominmcmphued

the Earth.
D2A: Study of hydrogene distribution and solar rays.

SRET: Evolution of solar cells in relation with charged
parucles.




GEOS B. BEACON B, BEACON C. [

ALL, AL2, [SIS for the GRI (Groupe de Recherches |
Ionosphénques). :

ESR 01, HEOS Al. IMP 4. INTELSAT 2XFL
INTELSAT 2F2 for the preparation of the |
French/German telecommunication program |
SYMPHONIE. |

SOLAR 9, NIMBUS 2. ESSA 5-6-3. IRIS. OSO 3. |
0G0 4-5, OAQ 2. etc...

Ground segment:
- The measurements:

. Interferometers 135-138 MHz (HAMMAGUIR.
PRETORIA, REDU, minitrack networks ).

. Doppler 150-400 MHz and 136 MHz (DIANE, [RIS
(1969)).

. Optical measurements.
. Laser measurements.
. Radar measurement.

The rough measurements were transmitted by punched
tapes and telex together with correclions and meteo
measurements. Thus kilometers of tape were nandleid.

- Computer and software:

The first applicafion programs were reaiized in
FORTRAN on [BM computers (1401, 7040, 36(0/40.
360/65) whose central memones and computation speed
are far from today's PC computers performances |

Later on in the seventies, CDC (CONTROL DATA
CORPORATION 6200 and 6600) were used.

- Applicauon software:
They were divided into four classes:

. Measurement preprocessing:
The phase measurements of interferometers are
tuned into cosines arter different corrections
(internal and external calibration. datauon...).
Then more efficient methods were camed out for

phase determination with ambiguity problem but wiil
always remain difficult for rfalse measures.

. Orbit determination:
The first operational software was adapted to the
specific case of DIA (orbit 500-2700 km) and B
(orbit 600-1350 km). [ts main characteristics are the
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use of the adapted analyucal theory of Brouwer (short
and long terms penods and secular terms..., with
Earth potenual limited to the fourth harmonic), the
use of numernical integration to take into account the
drag effect. and finally the least squares method for
differential corrections.

LIDO program (Brouwer theory) and GIN (Coweil
numerical method) were mainly used.

Specific programs were created to fit parucular
demands (ISAGEX campaign) or (BANCO) 1o save
computer resources (memory and time processing).

. Ground stauon forecasts:

They have a content and presentation adapted to their
utilisaion. The orbit extrapoiation theory depends on
the required precision: Cowell for accurate forecast
(about | km along track within a few hours), LIDO
tor gross forecast (some 10 km along wack within a
few hours).

. Attitude determination:

Sateilite atutude stabilizatuon was rudimental (Earth
gravity, Earth magnetc field).

The attitude determunation was used by the scienust
to know, within an accuracy of about |° in the best
case, the [ine of sight of their onboard instruments.
All the applicauon soniiware was developed in the
torm of monolithic programs, including subroutines,
but without any link between them.

As the inputs of some were the outputs of the others.
1t was quite usual to punch or type again and again all
the values of orbital parameters.

How incredible it is. for our young engineers, [
imagine these old punched cards, one measure
corresponding to one card! The suppression of false
measures was really a manual operation! In a more
sophisucated version, its weight was merely put to
zero in the compulation process.

The classical sketch for the orbit determunation group
included one card reader, one card puncher. one
printer and one punched tape generator.

Work exploitation began by the reading of punched
cards ser.. and someumes this required some
juggling in order to avoid the loss or melting of
information.

Station designation was done by teiex from punched
tapes. The more efficient operators did manage (o
recognize synchronization words in the binary file,
but could'n: avoid the tapes to mix themseives from
time to ume! and the result was they had (o restarnt
their job from the very beginning!

The software development (we say so now) was quite
anarchical: no comment in the code, no subroutine,
no well-defined structure.



The results:

They were aiways satisfactory and allowed us to be
knowledgeable and competent in sysiems considered
today as simple.

In order to illustrate this remark. let us guote the
following exampies:

- During an orbit determination. very imporant and
unusual residuais were noticed. Contact with antennas
specialists allowed, after investigauions, [0 conciude on
a first occasion that it was an anienna asservissement
problem and on other occasion that there was snow in
the antenna dish.

- The first orbital periods were accessed bv the
acquisition and loss of signal by ground statons.
Although it was not accurate, this method allowed us ©
have a first gross diagnosis of orbit injecuon.

- Antenna tracking designation. easier by large antenna
patterns (some 10°) allowed the siaff to get famuliar
with the specificities of space acuvity and {0 become
very competent.

1.2. Preoperational phase 1975-1986. Beginning of
"commercial space”

Right from the start of this period. a sensidle decrease
in number of scientific and expenmental satellites ok
place.

We worked then on mussions of telecommunicauon
(SYMPHONIE, TELECOM), direct broadcasung (TDF),
Earth observation (SPOT).

The first compiete expenence in space flight
mechanics was realised with the two German/French
satellites SYMPHONIE. These satellites were the first
European satellites with biliquid apogee motor. spin
stabilized in transfer orbit. and three axes stabilized
during their operational life. Dunng the stauon keeping
maneuvers the bi-propellant system was used for the ordit
corrections and a cold gas system for the atutude control.

The various actions previously descnibed have, of
course. been carried on, but other very new tasks were
developed. It was a matter of taking Into account the
satellite attitude and orbit maneuver strategy in order to
pass from the transter orbit to the in station longitude (in
station window: 0.2°).

The following improvements were made:
.The use of interferometric measurements from

KOUROU and WEILHEIM and angular measurements
from TOULOUSE.

- A benter computer organization:

A CDC 6600 was always used for the orbit
determination. The software improvement was based
on good sense and on the very first rules of good
programming. The orbit determination software was a
big one, GIN, requiring the overiay method.

- Progress in theoretical methods:

Use of adapted parameters, mean element parameters.
adjustement of integration steps depending on orbit
type (90 s for transfer orbit. 15 mn for drift orbit for
numerical integrauon method).

A second step, particularly important, was achieved for
the satellite TC1-A.

Three new eiements were (o be taken into account:

- The sateilite was one of a new generation: Spin-
stabilized in transfer oroit with a solid apogee boost
motor, and three axis stabilized with rotating solar
panels in final orbit.

- The ground tracking stations was new (2 GHz).

- [t was the first launch (V10) of Ariane [II with two
solid propellant boosters.

The new definitions; presently used, were developed
at this ume:

- rrussion analysis in space mechanics,

- ground segment configurauon,

- launcher interfaces.

associated with operational organizauon.

During station acquisiion. orbit determination
programs were run on a big computer (CDC 750), while
21l others were run on mani computers (SOLAR): attitude
deterrunanon, orbit and ammude maneuvers, data
monitonng and displaying in real tme satellite
parameters.

We have improved the security, trying to install laws
of orgamizations of work. peopie and global redundancy.
The results were not always as expected. We can talk
about the hot redundancy we tried to get with two
mainframes CDC doing the same job (orbit
determination) at the same time. This kind of machine is
not synchromisable: the files of measurements taken into
mwmmmmmmuam-
and the resuits were not idenucal! the medecine was
worst than the disease!
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All the operations went off correctly with the SOLAR
computers, but we could nouce the heaviness of task
linking, the difficulty of telemetry play-back for expernt
evaluation and & too great numoer of participants (o these
operations (computer specialists, space mechanics
specialists...).

Amtitude determination. although wetl prepared.
caused some problems for the first TC1A. The cnoice of
the good soiution (confirmed Dy the apogee DOOST) Was
done thanks to the great competence of specialists in
space mechanics; dunng attitude determinations. they
were able to think calmly, relving on their expenence
which had grown duning trainings of techmcal and
operational qualifications.

An important effort had been made in the following
fields:

- automatic acquisition of telex.
- automatic 2 GHz ground stauon designation.

- linking of orbit computation on CDC computer.

If the two first points were sausfactory, the third one
was not very easy to use and not adaptadble dunng

operations.

As a consequence this task was completely reouiit for
future applications.

in that case too. accumulated
beneficial to CNES 1o define more
outstanding systems.

expenence was
tlexiple and

1.3. Operational and commercial space (from 1987)

CNES activities, then increased with the following
programs:

- Earth observation SPOT 2-3-, HELIOS 1.

- telecommunications TC! B-C. TC2 A-B, INMARSAT
2 F1-2-3-4, ARABSAT 1C.

- direct broadcasting TELE X. TDFI, TDFZ.

All the launching acuvity is o be preceded by
intensive preparations.

For geostationary satellites station acquisiuon. an
assesment of the expenences was done and only some
key points are rapidly enumerated here after:

- Operanonal progress is manly due 10 theoretical
progress in space mechanics.

- The new theoretical methods must be converted rapidly
in software applicanon easily usable dunng the
operations. The sortware must be easily extendable.

- The secunty is obtained by:

. good command and simpiicity of the system,
200d knowledgz of the users.

The informauc process aims at nelping decision, as
well as executing defined or ngid applications,

- People and system must be adaptable to new problems
occunng during operatons.

CNES, then has developed a new software system
cailed MERCATOR, specially well adapted and
performant for acquisition and on station phases of
geostanonary satellites.

Operational links e ™
(oo ] et
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o i *, T3
/ 8 By
voc [

SDM/

T Reéquls ™. LoC T
- mTc v
MCR : Main Control Room
SSR : Satellite Speciaiist Room
SCC : Satellite Conwrol Center

NOC ; Network Operatons Center
SDM/FDC : Flight Dynamics Center

Figure |: Functionai scheme - MERCATOR is the
informauc system of SDM
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Figure 3: Inputs and outputs of MERCATOR

MERCATOR (MEthodes et Réalisation pour le
Conirdle de I'ATutude et de I'Orbite des satellites) is the
informatic structure of the “Service de Détermination des
Manoeuvres" (SDM).

This service is part of the ground system for
geostationary satellites, in Toulouse Space Center (see
Figure 1). Responsible for space mechanics aspects, it is
an autonomous entity wnich recieves information directly
from sateilite via the teiemetry link and from the tracking
stations via the ground connecting network. Its results
are transmitted (o the other components via video
transmissions (see Figure 3).

The SDM is composed of two parts:
- the software system,
- the space mechanics applications.
The software system:

We are going to deal more partcutarly with the
informatic system called Mercator. [t is a system based
on a distnibuted architecture as well as on hardware and
software aspects.

The operational system for station acquisition is
composed of four similar workstatons (SUN) connected
together by an ETHERNET network. The video,
graphical and aiphanumencal dispiays are distributed via
PC or termunals (see Figures 2 and 4).

The software of the operational system is composed of
three parts:

- link acquisition and data preprocessing,
- System supervision,
- man machine interface and process monitoring.

Each workstation runs the same software. The system
may be run on a single computer; the choice of the four
workstauons s due to backup considerations and
occasionnally to run many tasks at a ume.

It corresponds in fact 10 an applications structure for
space mechanics programs.

This structure has been developed in order to
minimize the integrauon effort for a new application, the
maximum effort has to be done on the application itseif.

Another aspect is the easiness to switch from a mussion
to another: about haif an hour to configurate the computer
for a new mission.
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During the development and training phases. we can
run different mussions on each computer.

When the space mechanics applications are integrated
in the Mercator system, it allows the following rasks:
- data acquisition preprocessing (telemetry, localisation;.
- real time orbit determination,

- Mmaneuvers computation and real lime momioring for
orbit and attitude,

- real ume attitude determunanon.

- operauonal forecasts (eclipses.
and on board sensors, ...),

visibility for stations

- vanous means to analyse and understand phenomena
and results thanks to all possibilines offered for users in
relation with the possible flexibility of their choices:
interactive drawing, telemetry play back, data filtenng,
file management and visualisauon,

-
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Figure 4: MERCATOR hardware

The performances of the system obviously works
towards the good quality of the man machine intertace.

Besides the compatbility of Mercator to UNIX
commands and muit windows, we have at our disposal a
great number of possibilities of extra analysis.

It is worth noticing that all the applications (mussion
analysis included) are nowadays developed on SUN;
therefore the computer working interface. from
preliminary studies to operation, is the same.

Such a system presents interesis from vanous points

of view:
- for users because of its flexibility and safery,

- for operauonal organisauon, because of its autonomy

and its flexibility when coupling it 0 a SCC
(Specialized Control Center) and to a NOC (Network
Operauon Center: juncuon of data links. video, voice
and ground stations coordinator),

332



- for the possibility of adaptation for the mussion. As a
matter of fact, MERCATOR is not devoted to a single
mission; it will cover the nmussion defined by the
implemented software of Space Mechanics and lead to
the possibility of extension to low Earth orbit
observation and telecommunication (consteilation)
satellites.

Numerous operational utilisatons aiready performed
turn it into a reliable product. facing perfectly the
requirements of the operation: mussion first!

- past utilisation for operatuons on TELE X. TDF2.
INMARSAT 2 F1-F2-F3-F4, ARABSAT IC,
TELECOM 2 A-B; then foreseen operations in very
near future HISPASAT A-B, TURKSAT A-B, ...

- utilisation in control centers for station Keeping
(TELECOM. TDF),

- ground validation. within the context of the launch of
TOPEX-POSEIDON  satellite, of an embarkable
navigator using DORIS measurements which wiil be
put on board SPOT 4 satellite (1995).

Space mechanics software:

About fifty space mechanics programs are
implemented in the MERCATOR system for one mission
of station acquisition. These softwares enable to cover all
the nominal and foreseen nom nominal cases of
functioning of the satellite. They represent roughly about
60000 code lines in FORTRAN language. The C
language is also used for thé interface (graphics purpose:
faster display). They are divided into several groups; the
most important are listed hereafter:

- attitude: programs covering all the aspects of attitude
determination, real-time monitoring of attitude
maneuvers, calibration.

- orbit  programs covenng the measurement
preprocessing, validation, orbit restitution using a
Kalman filter...

- apogee boost maneuvers: definition of strategies,
simulation, optimization, calibrauon,

- orbit maneuvers: East-West and North-South, on
station, longitude change, calibrauons,

- operational forecasts: eclipses, ground stations

visibilities, sensors visibiliues and dazzlings..,

- monitoring and computation for the three-axis
acquisition phase for normal mode,

- genral tools: programs providing facilities 10 help for
computauons and decisions.

Two main points made it possible to imagine and
realize the MERCATOR system:

- CNES engineer expenience in spacecraft operations,

- workstanons whose power and flexibility allow a
dispatching of the tasks and a more secure development
and explontauon.

Therefore the marnage of the two basic techniques:
informaucs and space mechanics ensure the success of
such a product.

Today, MERCATOR works perfectly well not only
for transfer orbit operations bur aiso for informatic
structures for the station keeping of the satellites whose
exploitation 1s ensured by the CNES.

2. Present strategy

The real commercialisaton of space applications
occurs, till now, only for geostationary satellites.

This justifies the choice of the CNES: deveioping the
MERCATOR system working for a given application at
the beginning point. This system is entirely exportable: it
will work for the operations of the two spanish satellites
HISPASAT. At the moment. MERCATOR is being
installed in Madrid and will be processed by the CNES
during autumn 92 and spring 93.

Today, facing the total success of the operation, the
CNES is developing OREMUS (Orbite, Restitution,
Extrapolaton, Manoeuvres, Utilitaires, Simulations)
which s a generalization of MERCATOR for the
following aspects:

- handling all kinds of space mechanics applications for
a ground control segment,

- independence with the builders of workstations.
OREMUS is a new informauc structure able to handle
all the foncnonalities of space mechanics necessary for
the different missions of the satellites.

That means a significant cut in cost if we consider the
vanous MMI (Man Machine Interface) which are always
redefined and realized by the new projects: now they can
be developed with OREMUS,

The CNES is in a good position to enforce this policy:
today several MMI of space mechanics were deveioped or

are on deveiopment: MERCATOR, orbital operational
center, SPOT [-2-3, HELIOS 1.
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- station acquisition of geostationary satellites,
- station keeping of geostationary sateilites.

- station acquisition and keeping of. low Earth
orbiting satellites,

- stauon acquisition and keeping of constallations of
satellites,

- flight control center for HERMES or space stations.

- interplanetary navigation.

OREMUS applications

[t is urgent to complete the development of OREMUS
tn order to avoid an increase of the number of MMI which
would be imposed by new projects (HELIO 2. § 80. ...

OREMUS will be operational by mid 93. Arterwards

this structure will be advised to projets managers to

reduce the cost of development and maintenance.

Of course the development of space mechanics
software. peculiar 1o missions, is not taken into account.
It is worth noticing that these software programs will be
introduced in a library which will be used by OREMUS.

This is a guarantee of comsistency and safety of

development. of respect of programming standards. of
software quality, of fast assembling and tests for the new
developments.

For the realisation of a ground segment for Space
Mechanics, thanks to OREMUS, we consider that the
informatic development will be from five to ten umes less
expensive. Naturally this factor of reduction may oniy be
applied to two parts: on the one hand the sequencement
of tasks (which represents between |00000 and 200000
code lines) and on the other hand the unitarv and giobal
tests.

The further asset of OREMUS is- the capualisaton
and transmission of knowledge; every new group in
charge of informatic development gains a precious time
by reusing an operational reliable product.

In space mechanics, theoretical studies carned out

loday on orbit control deal mainly with analytical

theories using mean parameters for restituuon and long
terme prediction so as to cope properly with the problems

connected to constellatons. Moreover the matiers of

relative orbit control of several satellites will be soon

studied.

3. Future

Together with the realisation of OREMUS, CNES is

interested in two thematic aspects:

- The introduction of expert systems to help experuse
and decision. A first realisauon (CORTEX) within the
context of orbit determination leads us to take this
possibility cautiously. For us an expert system can only

be used in limited conditions that is to say in a case of
well defined routine (for example orbit restitution of a
2iven satellite),

A second reaiisation is in progress within the context of
space mechanics mussion analysis of HERMES. It will
help defimng and taking into account the sensitive
parameaters in order t0 work out the first phases of the
rendc . -vous sirategies (handling constraints of final
fuel budget. durauon of phases, crew life, ...),

The purpose of this realisation is to help the control
center to lake account of new conditions and
constraints.

More generally, as far as OREMUS is concerned, an
analysis 15 performed now to specify the themes for
which the expert systems could help us in interpreting
and taking decisions.

- Autonomous navigauon of satellites.

In order to simplify ground operations, several
orgamisations or industrials are proposing onboard
dutonomous navigation systems. Within the frame of
the R & T (Research and Technology) program. the
CNES decided 10 embark in the SPOT 4 satellite.
whose launch is pianned in 1995, a real tme orbit
determunation system (utilisation of doppler DORIS
measurements). The identification of orbital parameters
using 3 Kalman filter leads to the insertion of the
orbital results in the image teiemetry of the SPOT 4
satellite.

Afterwards more complete realisations may be
developed making it possible (o compute and realize
genuine on board orbit corrections and maneuvers.

An economuc survey is in progress now: the CNES
has chosen a contractor to study the economical
conditions of the world-wide market of autonomous
navigation of sateilites.

[t is proper to notice that whatever the level of
automausm accepted on board is. the ground center for
mechanics aspects will have o adapt itseif to the best
compromise board-ground. Moreover any extra
automausm will increase, at the very beginning and
during many months, the monitoring and redundant
computatuons. This points out the advantages of
OREMUS whose charactenistics allow a very easy
adaptation in regards to the specification changes without
requiring prohibitive costs of development.

The authors want 10 thank Roger Laurat. Colette
Aubert and Magali Tello for their contribution and
Frangoise Foliard for her help in the translation.
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Abstract

Inter-agency cooperation in the support of space
missions is known as cross-support. The advantages
of cross-support include an extended ground station
network for space missions and a reduction of costs
by a more intensive utilization of existing resources.
GSOC has gained much expenence in the area of
cross-support for several missions with various space
agencies. In each case GSOC implemented
Gateways in order to obtain access 1o the foreign
space data networks. The function of the gateway is
the communication protocol transformation and
conversion of data formats. With gateways GSOC is
capable of linking different foreign space agencies
together.

While cross-support for telemetry data is not too
difficult, problems arise for command and for tracking
data.

CCSDS is chartered with developing a standardized
solution to make cross-support easier to realise.

Key words: Cross-support, Communication, Gateway

General

Agency internetworking in the support of space
missions is known as cross-support. This type of
support is not only needed for Launch and Early Orbit
Phases (LEOP) but also during standard satellite and
spacecraft operations. Joint projects invoiving maore
than one agency usually require as well inter-agency
cross-support.

There are many benefits derived from cross-support
cooperation. Some of the advantages include:

1. Additional tracking stations provide a better
coverage for the spacecraft control and operations.
2. Launch and transfer orbit support from an
extended ground station network.

3. More ground stations provide redundancy for
station support in critical phases.

4, Exchange of data for co-operative space missions

between centers.
5. More intensive utilization of existing resources
(Equipment, Manpower) reduces costs.

The major problem of cross-support between different
international spacetlight agencies is the lack of an
existing standard for these services.

Neither the quality nor the amount or level of service
is standardized. The data transfer protocois and data
types are aiso not defined.

in @ situation where only two agencies are involved,
one agency needs to adapt to the type of service
which s delivered by the other. This type of support
has been given many times by vanious agencies to
external space missions during previous years.

If for a centain space mission more then two agencies
are invoived, and not all of them are prepared for
mutual cross-suppon, the problem can be soived by
a foreign ground station supporting the designated
control center via a third agency as nodal point,
With this type of support the amount of
communication equipment, number of data links, and
the number of communication interfaces can be
reduced.

Cross-Support Scenarios

In a typical cross-support situation one agency
usually acts as consumer of services while the other
parnner acts as service provider.

A. The service consumer agency requires the
following services:

1. Usage of ground stations from an external agency
for support of satelltes controlled by there own with
real-time telemetry, commanding capabilities, and
tracking services.

2. Off-ine telemetry data transmission from the
station and orbit information from external agencies.

B. In response the service provider agency is
providing the following services:

1. Real-time support of a spacecraft from an external
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agency with telemetry, tracking data, and also
telecommand capabilities via the ground station.

2. Off-ine telemetry transmission and orbit
information for the foreign spacecraft.

C. In some situation an agency is requested to act in
a bridging function as service consumer and provider
at the same time. The

agency is acting as intermediate contact and routing
node to connect a foreign spacecraft control center
with a ground station or control center of a third
agency.

While cross-support of the first two types have
already been practiced by several spacecraft
agencies, the third support type would appear to be
a unique capability of GSOC.

Supported Missions

GSOC has gained experience over more than 10
years with cross-support services for a number of
different space missions.

Support from foreign ground stations for GSOC
controlled satellites.

Scientific Satellites:

AZUR

AEROS-AB
AMPTE
HELIOS-A,B
ROSAT s

Geostationary Satellites:

SYMPHONIE-A,B

TV-SAT 1,2

DFS KOPERNIKUS 1-3
EUTELSAT F Il Series 1-5 (LEOP)

Support of satellites from other agencies by the DLR
ground station (Weilheim) for spacecrafts:

VOYAGER-1,2

TDF 1-2

IRS-1A,1B

GIOTTO

GALILEO

ULYSSES

EUTELSAT F Il Series (Operations)

Support as a third agency nodal point for satellites:
IRS-1A,1B (ISRO - GSOC - NOAA)

IRS-1A,1B (ISRO - GSOC - ESA)
TDF-1,2 (CNES - GSOC - ESA)

Telemetry and telecommand data services with
spacecraft Electncal Ground Support Equpments
(EGSEs) at integration sites or the spacecraft
simulators satellites:

EUTELSAT F Il (ASCA)

ROSAT (DORNIER)

TV-SAT (MBB)

DFS KOPERNIKUS (NASA/KSC)

D-2 Spacelab (SIMULATOR,MBB/ERNO)

Cross support with NASA for the Spacelab missions:

FSLP (SPACELAB-1)
D-1
D-2

Support for remotely located User Suppont Centers
during the D-2 mission.

Microgravity User
(COLOGNE)
Microgravity Advanced Research and
Support Centre (NAPLES)

Support Centre

Gateways

A gateway is a computer or switching device for
translation of protocols, logical sets, vaoltage levels,
etc. from one network to another. For a cross-support
gateway the two major tasks are the handling of two
different communication protocols and the
transformation of the data type structures from one
standard to the other.

While the communications protocol handling can be
done without major difficulty, problems arise for the
transformation of data blocks. The different data
structures are often not totaily compatible. In addition
problems also occur from different procedures for
station commanding, if requested.

A gateway is sometimes required for obtaining
access to a software simulator located in-house,
when the simulator does not use the standard local
agencies interface.

In some special situations cross-support can be
provided without using a gateway. The external user
of a ground station might bring its own
communication equipment to the ground station and
connect it 1o a public fine. In this case the station
looks to the agency as a remote entity of s own
network. .

This method has been used for commanding of
GSOC controlled satellites via the Indian ground
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stations at Bangalore, India.

In very seldom cases network charactenistics are
closely compatible and the role of a gateway is then
very simple.

( NASA - NOAA - CNES ), ( ESA - EUTELSAT)

Network Characteristics

GSOC implemented Gateways to the space data
networks of CNES, ESA, EUTELSAT, ISRO, and

NASA. The networks have the following
characteristcs:

Data-Unit Communication

Standard Protocols

Used
CNES NASCOM-var. NASCOM/HDLC
DLR DATANET DECnet
ESA ESA-Stand. X.25 Level 3
ISRO ISRO-Stand.  X.25 Level 2
NASA NASCOM/GCF NASCOM
NASA CCsDs D-2 specific
EUTELSAT ESA-var. X.25 Level 3

In comparison to NASA, ESA, and CNES, DLR is a
smaller agency, and had to adapt all the external
procedures and protocols for cross-support in order
to obtain support from the other agencies.

As a result of this GSQC is in a situation to interwork
with quite a number of different agencies and
companies. These capabilties are not only necessary
for DLR projects but can also be offered to other
agencies to enable them, within a short time frame, to
interconnect to another agency where no
cross-support service exists.

Gateway Problems

While external ground station cross-suppon for a
control center with telemetry is relatively easy, the
support with commanding capabilities is more
complex due to the different procedures and
protocols for spacecraft commanding at different
agencies. Also cross-support with real-time navigation
data is rather complicated and has been achieved
only in individual cases.

The specific problems for the different services are
listed below.

Communication Procedures
Some communication protocols require procedural

agreements to establish the network connection in
MASTER - SLAVE relationship. In general control

centers act as master (Client) while ground stations
act as slaves (Server). For cross-support the gateway
must act as a client if a foreign ground station is used
but it has to act as a server if a foreign control center
asks for station support. To support both cases it
might be necessary to impiement two different types
of gateways, one as server, the other as client.
Different spacecraft, source. and destination codes
within the network data block header fields require a
transformation of codes by the gateway. This
transtormation is usually table driven and has to be
updated for any new mission or ground station.
Another problem occurs if the control center uses
procedures as Subsystem Alive Requests or Station
Commanding which is not supported by the foreign
ground station. In this case these procedures must be
disabled at the control center, or the gateway has to
simulate the station response with a fixed message
that says "everything ok".

Telemetry support

A frequent problem for cross-suppon with telemetry
data occurs i one parner is using frame
synchronized data and the other is not. While many
ground station do already frame synchronize their
telemetry data by hard- or firmware, a gateway has to
frame-synchronize the data by software due to the
asynchronous data input and the transport frame
overhead. Conversely a “frame desynchronizer" is
sometimes required.( Ulysses telemetry support from
DLR ground station Weilheim)

In addition the Earth receive time must be
recalculated for transmission in ether directions.
Status information about Frame Sync is sometimes
incompatible between different agencies, and station
equipment configuration parameters are very often
either incompatible or unavailable. Parameters such
as AGC or SNR are sometimes not supported either.

Stations which have been more or less automated
are unable to retrieve stored telemetry data from
archive without a request from the client over the
space network. This is not usually a built-in feature
for the foreign agency gateway.

Commanding Support

Cross-support for spacecraft commanding is relatively
easy o implement in a gateway for commanding in
"Throughput Mode" without response messages. If
station reponse messages are required, the
messages are handled differently for each network
protocol. For example CNES responds by sending a
copy of the forward command block, while ESA
returns detailed information about the transmission

337



status.

The conversion of status information from protocol to
protocol is not uncomplicated and sometimes cannot
be exactly mapped to the original protocol format.
For a "Store and Forward" commanding mode very
sophisticated procedures must be implemented as
part of the command system.

Tracking Support

Due to different station equipment and measurement
procedures real-time tracking support has only been
done without transformation of the tracking data
format. In some cases the network header had to be
transformed for transmission purposes. The tracking
data formats from different agencies are very
dissimilar and no attempts have been made for
format conversions. The realtime data is usually
directly processed by preprocessing software in front
of the flight dynamics system. Even DLR uses two
differnt tracking systems, the data is processed offline
to a unique data format.

Off-line state vectors ( ICV's ) are usually formatted in
ASCIl and therefore more a standard type, so only
the network headers need to be converted.

An often used procedure for off-line tracking data
transmission is the sending of text messages by
facsimile or by text data messages within the space
data networks.

Text Data

Some space networks include the possibility of off-
line text data transmission. Because this is usually
data encoded in ASCII the data transformation is not
necessary and only changing of network headers is
required.

CONCLUSIONS

As a result of the issues described above a need of
an international cross-support standard is evident,
while in future a stronger demand for this type of
support is to be expected.

The final goal should be the definition of standards
for real-time and off-line services for cross-support.
As this requires the implementation of general service
standards, it may take a long time before these
standards are available. An intermediate solution
would be an inter-agency cross-support standard that
could reduce the number of different gateways to one
and also enable the usage of ground stations where
no cross-support standard has been implemented.
A simple first step could be a coordination of all
agencies 1o use unique spacecraft, source, and
destination codes.

CCSDS, aninternational standardization organization,
is chartered with developing standardized solutions to
common problems in the handling of operational and
scientific data from space missions. The goal of this
standardization is to help foster an environment
whereby different space agencies can more easily
cooperate with each other in inter-agency support of
space missions.

Theretore, CCSDS Is producing recommendations for
defining the way that selected data services are
handled between space agencies.

All space agencies should be called upon to
participate in this endeavour.
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Abstract

CNES is involved in a GPS (Global Positioning
Svystem) geostationary overlay experimentation. The
purpose of this experimentation is o (est vanous new
techniques in order to select the opumal station
synchronization method. as well as the geostatonary
spacecraft orbitography method.

These new techniques are needed to develop the Ranging
GPS Integrity Channel services.

The CNES experimentation includes three
transmiting/receiving ground stauons (manufactured by [N-
SNEC), one INMARSAT II C/L band transponder and a
processing centre named STE (Stauon de Trmtements de
I"Expénmentation).

Not all the technigues to be tested are implemented. but
the experimental system has to include several functions:
part of the future system simulation functions. such as a
servo-loop function, and in particular a data collection
function providing for rapid monitoring of system
operation, analysis of existing ground station processes. and
several weeks of data coverage for other scientific studies.

This paper discusses criteria for the distnbution of
software functions between ground stations and the
processing centre and between the processing centre and
different processing centres for scientific data. as well as
system architecture, the approach used to develop a low-cost
and short-life processing centre in collaboration with a
CNES sub-contractor (ATT-DATAID), and some STE
project results.

Keywords : Ground System, Architecture, Software.

1. Introduction

The GPS system offers exceptional qualities (accuracy and
worldwide coverage). But for civil aviation (see (1)), this
system has three major drawbacks :

- insufficient integrity,
- limited availability,
- voluntary spatio-temporal degradation.
Ranging GPS Integrity Channel services (RGIC) should
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enable GPS to be used by civil aviation.

The expenmentation prepared by CNES (see (2)) is
dedicated to the technical validanon of the Ranging GPS
Integrity Channei concept that always needs :

- stauon synchronizanon better than 10 ns.

- GPS-tvpe signals transmitting.

- geostauonnary spacecraft orbitography better than
10 meters.

The CE-GPS (European compiement to GPS)
experimentation includes a master ground station
transmitting a GPS-type signal to an INMARSAT 2
geostauonary satellite. The repeater broadcasts this signal in
L-band 1o the master station and to the other stations. These
also have receiving and ransmitting facilities for GPS-type
signals.
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Each ground station includes a computer and software to
a) record broadcasted and mw data from several facilites,
b) process some of the data in a real ume loop (0.6

seconds) to generate transmitting signals correcty,
¢) control and monitor equipment,
d  make some of the data available to the processing
centre.

Other data (such as orbital and some weather parumeters)
required to drive the system or for various scientific studies
are centralised at the processing centre.

The functions of the processing centre (STE) are (0
a) prepare data for ground operation control station
schedules.
b) collect data from ground stations and other sources.
c) archive and distribute these data to different scientific
teams. sometimes after specific processing,
d) monitor ground stauon operauons,

2. Context and criteria
for the distribution of software functions

2.1, Distribistion { st :
cenue

The system may use different configurations. with one.
two or three ground stations. For exampie. this system was
operating at the end of 1993 with two ground stanons
(Toulouse and Paris) but will be operaung with three in
1994 (Toulouse, Kourou in French Guyana and
Hartebeesoek in South Afnca). -

As ground stauon locations might vary according to use. the
interfaces between ground stations and the processing centre
had to be standardised and easily modified.

Because of the relatively short development stage. daia
simulators were not developed for all sub-system interfaces,
and the data produced by one was used to test the other. This
meant that data had to be easily transported from
one development site to another without the need for a
network.

In the operational phase, if one of the components were to
fail (processing centre. ground station or network). the
system would have to ensure that any data generated by the
other components was not lost, but without relying on
any redundant faciities,

These first three requirements led us to set up a data-file
exchange system between applications software only,
which meant that each ground staton or processing centre
needed appropriate products. The processing centre would
initiate file wansfers.

So. each ground station computer would then manage
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short-term file-saving (over a few days), while the
processing centre would manage Jong-term archiving for all
ground stations and all system configurations used.

As ground stations include a real-time [oop to generate
GPS-type signals. it was decided that the main processing
system in each ground station should collect all data from
all facilities through R5232 or [EEE links. ¢ven though the
processing centre would be able 10 obtain data through a
different link. This provided an uniform means of data
exchange between any ground staton and the processing
centre.

One of the aims was to cut down manual operations in
ground stations so that they would not need to be staffed on
a permanent basis. All operatons where data has to be
keyed in manually are carried out in the
processing centre, and the results file is then ransmited
1o the ground station (before the operatonal phase, data may
be input with a text editor as the data in these files is in
ASCII format).

NB : The only manual operation needed under normal
station operating conditions is a twice-weekly cartridge
change.

Another point we observed was (o avoid allocating to
ground stations any processing occurring at
irregular intervals as site and azimut angles processing,
so that real-ume loops would not be affected by a random
load peak. Any such processing is camed out at the
processing centre and gives results files that are valid over
the whole operational period and transmitted. The ground
station software only uses indirect ume and date addressing
to remeve data when needed.

The final point was to provide for monitoring of staton
operation. Station monitoring from the processing
centre is not carried out in real time. for two
reasons :

1) equipment is more and more reliable

2) the loss of a few data-days is not a problem. but
when the data collection function is operating, we have to
be cenain that the data is comect.

To meet this requirement. ground station software stores
three types of data 1n monitonng files.

The first type is made up of raw data extracts, the second of
extracts of equipment command data received and distmbuted
by the servo-loop mechanism, while the third type consists
of monitoring indicators generated on ground stations
(warchdog function for the vanous flows of expected daa.
quality indicators for INMARSAT 2 satellite links as bit
eTTOr rafes, eic. ).

These monitonng files are processed by dedicated software at
the processing centre using simplified equations to describe
observable phenomena, The operator can then display the
resulting parameters in graph form. The curves change
colour if values exceed monitoring thresholds, which take
into account the simplifications in the equations.
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The first criterion was 0 avoid imposing specific
types of equipment on scienmtists configuration.
Hardware for data exchange was defined for each processmg
centre for scientfic data, STE processing centre which
would be responsible for setting up a hardware and software
configuration based on existing faciliues at CNES.

The second criterion was to develop and operate at the
processing centre any data pre-processing software
which would be common to at least two
scientists.

The third criterion was to keep options open for
specific software to be set up within the
processing centre [0 enable the operator to pre-process
also scientific data. as the processing of raw data w0 obtain
interpretable results can otherwise be very time-consuming
for the scientists using them,

3. Architecture

In this chapter, the architecture of the ground station and
of the STE are presented. The first diagram gives an
overview of the ground station architecture. The others detail

the processing centre architecture.
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These different functions are activated and controlled
through a man-machine interface displaying four main
windows :

] Function selection, after which a sub-function menu
is displayed for input of various parameters.

2)  Display of the number and type of tasks currently
running.

3)  Ourtput of sk messages.

4) System message output (console).

Other windows are available with OPENLOOK SUN
system tools (file manager. calctool. cmdtool. etc.) and may
be selected by the operator when required.

ks

4. Approach used in STE development

The processing centre software was to be written by a
specialised firm, and o have it ready on schedule
(development began in November 1992 for partial
implementation at the end of March 1993), without the
constraints involved in managing too large a team, the
following consideranons were applied.

1) As the processing centre would be operating for no
more than 2 years, the normal rules of management
were made more flexible. The alterations mainly
concerned reviews at the end of each development phase and
the documents to be managed within the configuration. For
this processing centre, key-points with only the CNES and
ATT-DATAID technical managers present were substituted
for all reviews, This rule remained valid as long as no major
differences arose between ATT-DATAID and CNES.

2) A study was camied out before the contract was
signed. 1o assess the possibility of including existing
products (o meet requirements for all or some of the
functions needed. Such products would be incorporated by
adapting the new software packages to the interfaces. The
tunctions delivered to ATT-DATAID thus tncluded graph-
plowmng (developed in PV-WAVE command language), orbit
computation functons for the geostationary and GPS
satellites and computng routnes for wopospheric delay
factors.

3)  Whenever exisung low-cost hardware could be
used to resolve a particular problem. this was
acquired in preference 1o the development of specific
software, For example, an addiuonal 2 gigabit disk for file
management was acquired instead of developing a file
management system with existing compacting and
decompacting tools, as the purchase price of the disk was
equivalent to only a few days of software development.

4) File name specifications were set out from the start
of the expenimentation system definition phase. as well as
the choice of the operaung system for the main computers
(UNIX) and a recommendation on the content of all files
(ASCII). This enabled processing to be camed out with
tools which were incorporated within the
operating system and which were therefore easy to
manipulate with "shell-scripts™. The same reasoning was
applied to the development of software for the ground
statons.

5) A large number of parameters was
incorporated into the processing centre software, ¢ither
within configuration files to be handled by the text editor or
as data to be keyed in through the man-machine interface.
This last solution does not affect costs as the centre is
permanently staffed (except at weekends) during system use.
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6) In order 10 maintain autonomy between funcuons and
to avoid over-automation of the processing
centre, some data input is carried out hy the operator even
where such data can be deduced from avaulable data 1n the
processing centre.

N The software for the processing centre was
delivered in several stages :

-Stwage 1 :  man-machine interface ;

- Stage 2:  all data collection functions (see first diagram
in3.3):

- Stage 3 :  all daw dismbution with scientific data pre-
processing : _

- Stage 4 :  incorporation of specific processes when
requested by a scienust.

This method enabled real progress in processing definition
to be monitored without the need to program everything in
advance.

Tasks were therefore not scheduled in the usual sequence for
this type of development (definitions - specifications -
realizauon).

This is not always advantageous (project management 1s
more demanding), but the final product is better matched w0
the real needs of different users.

5. Some results

ATT-DATAID supplied 230 working days to write the
processing centre software. starting on the 2nd November
1992 and ending with Stage 3 acceptance tests which were
carried out on the 21st of Apnl 1993,

For the STE project. the CNES work-load over the same
period amounted to 70 days.

_The software for this processing centre compnses 17 000
lines of source code without annotations (in FORTRAN. C,
awk. shell), of which 4 000 were supplied by CNES.
Certain functions were also directly supplied by CNES as
binary codes.

Anomaly report number was :
16 after acceptance testing :
29 after technical approval from the processing centre ;
34 at the beginning of the CE-GPS experimentation ground
segment operational use with 2 ground stations (Toulouse
and Panis) ;
47 on close of this operation.

Other scientists had access to the data collected. although
they were not identified at the beginning of the project.
They required no specific processing. To enable the system
to produce and distmbute their data, declarative instructions
were input into the parameter files then tested (1 day work
load).
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Abstract

The SPatial InfraRed Imaging Telescope (SPIRIT III) is a
cryogenically cooled, long-wave infrared (LWIR) five
color band radiometer and interferometer space sensor that
is the primary science data gathering instrument on board
the Midcourse Space Experiment (MSX) spacecraft. The
ground data processing of the SPIRIT III data is a key ele-
ment in the success of the mission. The ground processing
hardware consists of a distributed system of high perfor-
mance workstations connected via a fiber optic network.
The ground processing software performs automated mon-
itoring functions, utilizes a relational database manage-
ment system, and includes data visualizanon and data
analysis tools. A key component in the ground data pro-
cessing is the instrument pointing calculation. The com-
plete process and the included errors are based on the
instrument calibration, point source extraction, instrument
to spacecraft alignment, and spacecraft atutude esumaton.
An automated method to monitor the parameters associated
with the sensor pointing is presented in this paper.

Introduction

The algorithms, data processing, and technical applica-
tions of the principles discussed in this paper are focused
on the SPIRIT I instrument. SPIRIT III is a cryogenically
cooled infrared five color band radiometer and interferom-
eter space sensor that is the primary science data gathering
instrument on board the Midcourse Space Experiment
(MSX) spacecraft, a U.S. government sponsared spacecraft
that is scheduled for launch during 1994, The MSX space-
craft will provide state-of-the-an infrared radiometric and
goniometric data for the scientific community. MSX is pn-
marily a data collection experiment. The mission objecuve
is o measure the spectral, spanal, and radiometric parame-
ters of various objects, celesnal sources, zodiacal emis-
sions, the earth's airglow, the aurora, and other upper
atmospheric phenomena. Contamination and background
data pertaining to celestial earthlimb phenomena will also
be collected.

Figure 1 shows the instrumentation aboard the MSX
spacecraft, including the SPIRIT III sensor.
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SPIRIT [I is a long-wave infrared (LWIR) instrumenta-
tion package consisting of an extremely high-off-axis-
rejection telescope; a five-color, high-spatial-resolution 4,2
to 26 micrometer multi-spectral radiometer; and a six-
channel, high-spectral-resolution 2.5 w0 28 micrometer
interferometer-spectrometer, all of which are cooled to
cryogenic (emperatures by a solid hydrogen-filled cryostat/
heat exchanger. Supportng the telescope, radiometer, and
interferometer assemblies are a number of ancillary/diag-
nostic instruments, including an autocoilimator for point-
ing correcuions, vanous intemal sumulagon sources for
calibragion monitoning and updates, and other associated
monitors and telemety. The inswument wiescope uses a
scan muror o provide the full field of regard coverage for
the five color band (colors labeiled A-E) radiometer with
the instantaneous field of view being | degree x 720 micro-
radians maximum for each color. Colors A, D, and E are
coaiigned and colors B and C are coaligned. The radiome-
ter employs 3,840 detectors which are capable of imaging a
1 x 3 degree field of regard with a 90 micro-radian resolu-
tion at four samples per dweil in the in-scan direction and 2
samples per dwell in the cross-scan direction.

Ground Data Processing QOverview

As with most scientific satellites, the ground data process-
ing is a cntcal and an integral part of the mission success.
The data processing task can be separated into two catego-
ries: 1) sciennific data analysis, and 2) instrument perfor-
mance assessment. Although the tools to perform both data
processing tasks are sumular, the primary focus of this paper
is the instrument performance aspects of the task. Key ele-
ments in the performance assessment processing are data
venfication, instrument calibration, instrument parameter
validation, pointing reconstruction, and instrument attitude
uncertainty estimation. Since the instrument is collecting
data on-orbit every day, verifying the operational bound-
aries and characterizing the instrument performance are
critical tasks required to be conducted in a rapid manner.
The required timely tum-around of the data analysis team
necessitates a wide vaniety of data processing toois to
quickly diagnose the health and performance of SPIRIT
I, as well as provide a rapid assessment of the validity of
the scientific data collected.



Figure 1. MSX Spacecraft

The data from SPIRIT III will be processed at the SPIRIT
III Data Processing Center (DPC) located in Logan, Utah,
USA. The flight data processed will consist of radiometer
images, interferometer data, and housekeeping parameters.
totalling approximately 8 Gigabytes of data per day, 7 days
per week for 20 months, This results in an esumated total of
5 Terabytes of raw data for the entire mission.

Due 1o the complexities of the algorithms used in software
development and the massive amounts of data to be pro-
cessed, high performance computing capabilities were
needed to meet the system requirements. Since large scale
compulters (¢.g..Cray) are extremely expensive, addinonal
hardware and software options were investigated. The final
design of the DPC was based on a dismbuted system of
high-end workstations with sophisticated custom designed
and built software. This option provides the power, flexibil-
ity, and robustess of a classical high performance comput-
ing center at greatly reduced costs and much less expense to
upgrade and maintan,

The main software functions in this distnbuted system
consist of:
» Automated Processing Chain
» Relational Database

« Dara Visualization
« Data Analysis Tools
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Figure 2 outlines these components and demonstrates the
interaction and interface between them. Each of these com-
ponents is described in a subsequent secuon.

Hardware Configuration

The hardware configuration consists of a cluster of several
high end workstations nerworked via a fiber optic connec-
tion as shown in Figure 3. This distnbuted system takes
advantage of the high speed network and the distributed
processing capabilities, and is designed to meet the pro-
cessing requurements of the DPC. In the case of most hard-
ware failures, a graceful degradanon of the performance of
the system will resuit as opposed (0 an immediate shutdown
with loss of data processing, demonstrating the robustness
of the system.

Furthermore, the system is easily (o upgrade by adding
additional nodes. There are several other advantages to this
system such as maintainability and heterogenous system
capabilites. The disadvantages are that the software must
be “smart” enough (o distnibute the data to the various com-
pute nodes in the system. Another disadvantage is the net-
work and the possibility of it becoming a bottleneck in the
system.

Automated Processing Chain

The automated processing chain in the DPC has the ability
to perform several satellite data processing functions.
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Figure 4. Radiometer Surface Plot with Point Source

These functions inciuding the following:

«  Automated monuonng and anomaly wdentfication

« Data decoding and decommutation

+ Spike detecuon and removal

« Staostical computations

+ Conversion of raw data to idealized (calibrated)
counts

+ Point source extraction

= Afutude computations

= Automated star processing

» Other remote sensing and satellite processing func-
tons.

The software that performs the automated processing was
developed to support distnbuted hardware configuration
described above. The unprocessed, or raw, data is broken
into “images” and dispaiched to one of the compute nodes
with a corresponding task assignment. After the processing
is complete on the compute node, the results are sent via the
network to a common disk to be imported into the relanonal
database for investigauon and further processing with the
analysis tools.

Relational Database
Due to the comiplexities of the SPIRIT III instrument and

the massive amounts of data collected. a relational database
program is required (o analyze the results of the processing
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and manage the data. The management of data sets of this
size can become a signiicant, if not the most foreboding
technical 1ssue facing a data processing center of this type.

[n addition 1o managing the data, long and short term
wrending and tracking are provided by the relanonal data-
base. Query capabilities to analyze any comrelatnon between
instrument parameters and performance or (o diagnose on-
orbit problems make the relational database a cnitical ele-
ment in the DPC. The details of the design, implementa-
tion. and operation of the relational database are beyond the
scope of this paper.

Data Visualization

Alter the raw data is processed, data visualization is used
to display the results of the automated processing chain.
Visualizatuon techniques are required to analyze the col-
lected data sets mainly because of the massive amounts of
data. The variety of processing tasks, high-performance
computing capabilities, and the multiple outputs of the data
processed lends itself naturally to a wide variety of data
visualization techniques. Examples of the type of data visu-
alizaton used in processing SPIRIT III data are shown in
Figure 4.



Data Analysis Tools

Since most problems with the performance of the instru-
ment cannot be foreseen prior to launch, the analysis tools
developed are flexible and general in nature with some spe-
cific input and output formats and the ability o quickly
interrogate and process the data in a vaniety of ways. A key
element for the analysis tools is a seamless interface with
the relational database. A significant effort was made in
developing this software, the details of which are beyond
the scope of this paper.

Key Algorithms and Processing Approach

Several important and significant algorithms have been
implemented in the DPC software and hardware. One of the
more interesting and important aspects is the pointing solu-
tion for the SPIRIT III instrument. As with most spacecraft,
“after the fact” attirude reconstruction is essential 1o mis-
sion success. Not only is it important to reconstruct the atu-
tude of the spacecraft, but for a science gathering
instrument such as SPIRIT III, the poinung reconstruction
of the sensor itself is
critical. The SPIRIT III pointing reconstruction algorithm
consists of those functions required o take a point source
position in focal plane coordinates in one of the SPIRIT III
color bands and compute the same position in SPIRIT [II
coordinates (boresight of SPIRIT III insrument), body
fixed (MSX spacecraft) coordinates, or Earth Centered
Inertal (ECT) coordinates. The algorithm 1o perform this
calculation is shown in the equation below.

Given a point source position in instrument focal plane

coordinates, P p~, this equatign will compute the same
position in ECI coordinates, P gr;

Esc: = 9ID“{r)x9{2xER“(r] xR,

X Mdiﬂorlion(M conligmm(p FPO© 1)

Where:

EFPC point source position in a specific color in
the SPIRIT I radiometer

i radiometer color band

M .oaiignment Colors A, D, and E are oriented o look to

the right of the SPIRIT III boresight, and

B and C to the left of the same, This
cormrection will coalign the radiometer
colors 1nto one common SPIRIT I1I
coordinate system and adjust for any
“ultng” of the focal pianes.

As part of the ground calibration, and
verified on-orbit, a curve fit will be
determined for the optical distortion
components. This assumes a K-order
polynomual fit, distinct for each color.
This correction will remove any
distortion as a result of the opucs in the
SPIRIT III telescope.

M distortion

This rotation maps the SPIRIT [II sensor
frame data into the autocollimator
coordinates.

R0 This rowation is applied from the frame
for the current autocollimator offset
angles to the frame existing when the
autocollimator offset angles are (0,0).

R From the nulled autocollimator frame, the
data is rotated via this rotation matnx to
the spacecralt body-fixed frame. This
function 1s the final step in aligning the
SPIRIT I instrument with the
spacecraft.

Rotation matrix from body fixed to ECI,
which actually 1s the definitive (refined)
attitude of the MSX spacecraft.

ra

Rparld)

- Point source position in ECI coordinates.

Error Descriptions

The system uncertainty requirernent for positional knowl-
edge of a point source on the SPIRIT III focal plane arrays
must be less than 9 microradians. To compute a point
source position in ECI from the SPIRIT III instrument,
errors will be introduced at the following points in the pro-
cessing and data collection:

Point source extraction erors
Instrument alignment errors
Spacecraft attitude errors

. 8 = @

Each type of error is discussed below.
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Calibration uncertainty errors

The calibration of the SPIRIT I1I sensor 1s a very compiex
task. A majonity of the calibration will be accomplished in
the calibration chamber on the ground, but a few significa-
tion steps and some verification of the ground calibraton
will be executed on orbit. A condensed summary of the
products 1o be generated as a result of the calibration of
SPIRIT III include the following:

» Calibration equations and coefficients to compute
idealized instrument counts from raw SPIRIT III
counts.

+ Point Response Function (PRF) characterization,
The PRF is defined as the convolution of the Point
Spread Function (PSF) with the detector response
function,

+ Optical distortion corrections across the Field Of
Regard (FOR).

+ Color to color coalignment. This provides the first
term of the pointung equation (1).

Point source extraction errors
The steps for the point source extraction algonthm are
shown in Figure 5. Each step is explained below:

1. Compute idealized (calibrated) counts using caiibra-
tion equation and calibration generated coefficients.

2. Construct image using scan mirror position, space-
craft attitude velocity and, data time tags.

3. Using rolling ball filter to remove background of
image.

4. Blob idenafication. Given some constant a. deter-
mine the average, |, and standard deviation, g, ©
compute a threshold T, where T = ao + p. Select
samples with amplitude greater than T and organize
them into “blobs”, defined as a set of pixeis which
are within some radius of another pixel within the
blob. Additional blob discrimination is done using
size, shape, amplitude, etc. 0 determine which
blobs are likely to be responses from point sources.

5. Perform local background subtraction using a poly-
nomial fit on the original data.

6. The point source extraction is performed by fitting a
model PRF to the data. This is done by computing
the maximum of the cross-correlation as determined
by a maximization technique.
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Calibrate Raw Data

Y
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Position Tag Rad Pixels. This
includes the position from both |
the scan mirror and the instru-
ment pointng.

v

Background Subtraction

Y

Blob Identification

Y

Local Background Subtraction

V-

Point source extraction

Figure 5. PSE Algornthm

Instrument alignment errors

The SPIRIT I instrument will be aligned with the space-
craft opucal bench on the ground prior to launch. Since this
alignment will most likely change after launch, several
alignment expeniments viewing clusters of known stars will
be executed after launch to determine the updates necessary
to the sensor alignment matrices.

Spacecraft attitude errors

There are several aspects of the attitude determination

which can introduce errors. A complete discussion of the
attitude determinanion is beyond the scope of this paper.

Automated Pointing Monitoring Function

There is a high probability that due to thermal gradients,
spacecraft flexure, contamination, and other effects, the
various components of the total pointing solution will
change over time. To aid in the monitoring of the errors and
calibration of the SPIRIT III instrument, an automated
monitoring function was developed. Due to the large
amount of dara, the spacecraft schedule constraints, and the
stringent after-the-fact pointing knowledge requirements,
this method was needed to autonomously monitor the end-
to-end pointing solution errors.



The automated function computes the position and ampli-
tude of stars as seen by SPIRIT [1I duning all spacecraft
compared with those in a star catalog. If the difference 1s
greater than the combined uncertainties in the total pointing
solution, an anomaly flag will be raised noufying the instru-
ment team that one or more steps in the pointing solution
are out of bounds.

The statistics, PRF, and other point source parameters of
the observed stars are stored in a relational database for
long term trending. This not only provides the long and
short term trends in the data, but also gives a high degree of
confidence in the repeatability of the system. Another
advantage of this mechanism is that the known stars are
viewed as a result of routine spacecraft operations, and thus
require no further spacecraft resources 1o collect the data
needed to perform this function.

The implementation of this function must be automated
due to the massive amounts of data being processed. The
following steps describe the algorithm for the automated
monitoring function processing in more detail:

1. Apply calibration corrections to one scan of raw
radiometer and housekeeping data.

2. Given one SPIRIT I scan, compute the ECI posi-
tions of the four corners of the image 10 generate the
image boundaries.

3. Using spacecraft attitude and scan mirror position,
determine the area of the celesual sphere seen in the
image.

4. Interrogate the star catalog for candidate infrared
(IR) stars that are located in the area computed in
the previous step. If there are no stars in the area
skip to step 10.

5. Compute the irradiance values and position of the
starts in the radiometer image data.

6. Perform star matching with the observed stars and
the catalogued stars to compute a rotation matrix for
a given scan. Store the rotanon matrix for rending.

7. Compare the position and irradiance of the observed
data with the position and irradiance of the ident-
fied stars. Store the data and the differences for long
term trending and repeatability.

8. If the position and or irradiance of the star is not in
the catalogue, store the results for future observa-
tions and to trend repeatability.
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9. If the difference between the observed stars and the
cataloged stars in uradiance or position is greater
than the combination of the calibration, amtitude, and
star catalog errors. rause an anomaly flag in the autwo-
mated processing chain.

10. Repeat from Step | unul all data from the observa-
tion 1s processed.

This algorithm provides the ability to process the data and
autonomously monitor the performance and uncertainty
estimates of the SPIRIT III instrument.

Conclusion

The SPIRIT III instrument will provide state-of-the-ant
LWIR radiometric and gomometric data for the scientific
community. The ground data processing, error analysis, and
automated monitoring of the system performance are criti-
cal elements (o ensure mission success. As demonstrated in
this paper, the SPIRIT Il poinung solution has a particu-
larly interesting and important role in achieving the mission
goals. The approaches and aigonthms devised will not only
benefit the analysis of the SPIRIT [II sensor and its data,
but will certainly be useful for similar programs and data
processing challenges.
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Abstract

A unique expertise has been developed by MMS in
satellite operations coverning all aspects of
operations activities from mission design up to
routine on station operations .

This paper describes the various aspects of MMS
involvement in satellites operations with emphasis
on satellite operations services which can be
tailored to customer requirement in order to
provide safe operations at low cost.

For mission design and operation engineery
specific tools and methods have been developed in
order to reduce operation costs, perform eariv
validation of satellite procedures and ensure that
return form in orbit experience is used as input for
the design of next programs.

MMS has developed enhanced ground control
system based on modern architecture and using
mulufuncuion satellite operator workstatons as
well as orbitography funcuon for coiocated
satellites and now in use for Hispasat and
Telecom 2 and at MMS Customer Support center.
Within MMS a Customer Support Center (CSC)
has been set up based on thus modern Satellite
Control Center and connected to advanced Al
tools. From the CSC, MMS is able to propose a
full range of operation services to the EUROSTAR
Customer from early satellite operations training
up to LEOP support and back up control center
capability.

This overall system allows, MMS to provide a set
of tumkey solutions which make sateilite
operations for EUROSTAR customers |

Simple, Safe and Low cost

The operauonal documentation and its quality has
been recognised by MMS has one the key of
success for satellite operations simplicity and
safety .

The volume of data that have now, to be
manipulated from sateilite design up to end of in
orbit life has significantly increased in the recent
years, this raises the problem of the access and
validity of the essenual and adequate informations

all along the satellite life (having in mind 10 to 15
years in orbit lifeume).

As a result MMS has developed, validated and
used several tools in the frame of TELECOM 2
and HISPASAT program for the preparation,
validation and execution of the operation
activities, All tools are based on a common data
base system and cover mainly :

Flight Control procedures preparation and
associated TM/TC data base

Satellite descnpuon

Satellite simuiauon

Flight Control Procedure

The most imponant pan of the operational
documentation consists of the flight control
procedures associated with the relaied TM/TC
database.

The flight control procedures define the operations
to be done on the satellite wathin s exploitation
phase (Launch and Early Orbit phase and On-
staton phase). They cover both nomunal and
foreseen contingency cases. Procedures are mainly
based on the Operauon requrement Handbook
(descriptive part). Other sources are aiso necessary
such as Mission Analysis, switching Diagrams,
pmmuwﬁmmcnm

Eachprocedmconsms in a set of actions which
can't be dissociated (so-called steps). These steps
specify commands, controls and monitoring which
shall be done sequenually and in well-<defined
conditions 1.e. according to specific constraints.

The procedures are not fixed documents, but, in
the contrary, have 10 be modified several imes
before and dunng the sateilite operational life :

-  Before launch. they will be modified due to
the ORH updates and due to the difficulties or
errors encountered while the validations on
the satellite simulator.

= During the operational phase, the document
will be modified for clearness improvement or
0 answer 0 in-orbit anomalies or satellite
failures.

- All these modifications are as much hazards
to introduce inconsistencies into the document
(two levels of coherence : satellite level and
procedure level).
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The document updating can only be performed by
a staff having a complete knowledge of all the
procedures, a large system knowledge and whose
availability is required during all the operational
phase. Therefore, it appears that the structure of
the procedures has to be formalised to make easier
creation, updaung and procedural knowledge
access. This authonzes also to develop a tool
insuring procedure consistency and reliability
during updating phase. It allows an improvement
of constraints processing at procedure, function
and telecommand levels,

For that purpose a 100l so called "POM" tool has
been developed by MMS within a CNES R&T
contract.

The tool is implemented on Macintosh [ICx appie
Computer with a 21 inches screen. All the data are
managed by the Relauonal Database Management
System ORACLE. The quenes of command
execution are wnitten in SQL*PLUS language.
The man machine interface is made with
SUPERCARD software.

The Super-Card functioning is based on the used
of buttons and fields, casily accessible, associated
to scripts allowming the execution of the different
tool functions (searchung, browsing,...).

The aims of the tool for operational procedure
creation and utilisation aré :

= o allow easy mamipulation of procedure in
creation or updating

= 1o provide the user with powerful operaung
modes of information searching

= to insure information integrity

= 1o provide the user with sausfying ergonomy
making easier information access

The tool has been successfully used on TELECOM
2 and HISPASAT program from 1989.

Based on this successful operational expenence,
an enhanced version of the tool is now under
finalisation based on OPSWARE™ and will
include an enhanced version of procedures tool
(OPSAT) as well as computerised management of
descriptive part of Operation Requirement
handbook (ORH).

Those tools can be run from a UNIX workstaton
and are based on standard software as ORACLE,
Framemaker and Open Interface.

The common software language is C.

the basic functions provided bv OPSAT are ;

a procedure editor

a procedure compiler
a procedure formatter
a procedure checker

The procedure editor allows the user to quickly
set-up a new procedure according to the predifined

the reievant data are then up-to-date at
of either consultabon or printing

A procedure checker provides a nich set of
venfications | temporal, logical and quality
checks. The logical venficatons are based on
process modelling to compute the satellite state all
along the procedure execution and detect missing,

To allow the managementof the descripuve part of
the Operational Requirement Handbook, ORH has
been developped. It's an advanced computer
integrated tool which includes all parts of the
document : text. lables, graphics, databases and
procedures.

The documents can be visualised, modified and
printed.
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A Full text parser is used to "tag” some predefined
elements of the Framemaker files such as TM/TC
identifiers, acronyms, keywords and procedure
identifiers, This gives the operator a direct access
to the relevant complementary informaton
(database sheet) by just doing a mouse operauon.

ORH can easily be expanded to other documents
by just adding branches to the generic access tree,
Any kind of information (docs, plans. notes,
graphs, reports...) can be added by just mentioning
the file name, the path and the associated kind of
process. This is very helpful duning the spacecraft
on-station phase to centralise the techmcal
memory by using a unique software entry point.

Satellite Simulator

In order to perform early validauon of satellite
procedures MMS has developed enhanced
dynamic satellite simulator for TELECOM 2 and
HISPASAT pmpm the utlisauon of such
s:'amhm is of great benefit for operatonal

flight control procedures and
opu:uomldlulmeulmﬂn.mdhteml
center validation and for operational staff training.

The sateilite simulator 1s operated via a colour
graphic workstauon of the Sateilite Controi
Center. The simulatdr 1s easily controlled, and no
computer experuse is required for runmng
simulations.

Appropriate analysis and control faciliies are
provided for the simulator operator. |

= Simulation log of important events,

= Mimic displays and displays of groups of
selected vanables,

— TM archiving

= Failure case

Software utilities are developed to enable interface

with the satellite data base (TM/TC parameters)

and mimic creauon.

be chained and executed automaucally.

A specific function simulates the up and down
links with the satellite operauonal control centre
through a LAN interface.

All the platform subsystems which entail ground
interface (telemetry and command) are given a

of the satellite orbit, amitude and ground station
visibility are modelled. It allows a closed loop
between the ADCS equipment and the sateilite
environment. The dynamic behaviour of the
sensors and the actuators is therefore modelled
and the configuraton of the switchabie elements is
taken into account.

The environment model refers to the elements
which either influence or are affected by the
spacecraft but which are external to the spacecraft
m.:tmmcmmwdw
(rotate vector and arutude of the satellite), the
transitional dynamics (satellite posivon in orbit),
earth and Sun position towards the satellite.

For each subsystem, there are two tvpe of
simulation :

= simulauon of equipment configuration, e
treatment executed at ON/OFF command and.
functional smimulauon which affects the
parameters which dynamucs change
The simulation of equipment configurauon
tbllom the following general pnnciples .

validity of command elecuronics
configuration,
= simulauon of the umt switching,
= wvalidity of acquisition eiectronics
configurauon.

= The funcuonal simulauon mainly concerned
the foﬂcwmg subsystems .

atutude  determination  and

control subsystem (ADCS)

simuiation of sensors, actuators

and control law as descnibed n

figure

power  supply  subsystem

simulauon of battery current ud

state of charge.

=  central untelligent unit (CIU) :
simulavon of the mussion
funcuons of the CIU.
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2- SATELLITE CONTROL CENTER

In order to define a global system approach for
EUROSTAR operauons MMS has developed a
new generation satellite control center software
which is now in use for HISPASAT and
TELECOM 2 and has been instailed at MMS
customer Support center.

The Spacecraft Control Center (SCC) developed
by MMS is based on modern and distnibuted
hardware and software architecture able to run on
the latest products such as Dec Alpha AXP senes.
All the SCC components are linked by an Ethernet
local area network.

The main features of the SCC are

a simple, homogenous, highly avaiable and
modular architecture designed with built-in of
robustness and simplicity (o ease and secure
the operational use and mainienance.

- extensive use of efficient and fully proven
proprietary software such as Open VMS,
Decnet, Decwindows.... that are now “de
facto® standards.

— architecture based oo modern HW components
providing in parucular user fnendly man
machine interface and large CPU power in a
very short volume.

— automatic capability of H/W failure detecuon
and recovery mumumusing operator actions in
case of contingendy situauon.

— high extension capabiity such as an

additional satellites could be easily taken into

account and additional operator posiuons

could be transparently added.
— high flexibility in its operational use in
particular through an extensive

standardisation of the operator position that
can be used for different purpose.

— broad access capability through access to
display and analyses functons by PCs.

The architecture includes :

= Two AXP 3000/800 servers in charge of most
of the data acquisition and processing.

- A set of two screens AXP 3000/300
workstauons mainly devoted to T™M display
both on line and off line, TC preparauon and
sending, data base management, satellite
simulator.

= A set of single screen AXP 3000/300
workstauons dedicated to TM displays both
on-iine, TM analysis and data base
management.

= A set of PCs with the same capabilities as the
single screen workstaton,

— Two network nodes, in redundancy, to connect
the SCC with TT&C network

At any ume, each computer runs two different sets
of applicauon software according to whether it 1s
the main computer or not. An automatic failure
detecuon and recovery mechamism is in charge of
switching from the main computer w0 the
redundant one tnggenng/siopping the related set
of applicauon software.

The design 15 flexable so that any funcuon
(telecommand, telemetry, orbitography) can be
performed from any workstation on any satellite :

The software has been developed using the latest
technoiogy of Man Machune Interface and through
a close collaborauon between the operation teams
and the software development team so as (o obtain
a product which provides an adequate level of
safety and confor.

The main tasks performed by the control center
are

— The telecommand task is hughiy secured and
mimmuses the amount of data to be
manipulated by S/C controllers. For a given
flight control procedure a  dedicated
telecommand plan 15 selected from the data
base and acuvated. All necessary venficatons
1o be performed at ground or satellite level
before or after a ielecommand 15 uplinked are
performed automaticaily by the system. if an
anomaly is detected, the telecommand process
is stopped automaucally and a self content
message is sent to the controller. For a given
procedure the operator has only to modify or
confirm vanable telecommand profiles such
as manoeuvre durauon. manoeuvre dates... Al
any ume the operator has a knowledge of the
status of the current TC in progress as well as
the list of all the previously sent commands
and the list of the remannuing command to be
sent. Under the occurrence of specific TM
events. dedicated telecommands can be sent
automatically.
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Figure 1 - Telecommand display

= The telemetry task includes the real ume T™M

processing, TM display, off-line TM analysis
and nussion specific processing. The TM
process receives synchromsed telemetry
frames from the TT&C baseband equipment
and performs the classical functions of
decommutation, engineenng value
conversion, limit checking and data display.
The system is able to perform the computation
of denved parameters with up to 64 operators
and operands. Four types of display are
available to the operator = alphanumenc
pages, graphic pages, animated synopuc and
strip chart recorders. A specific "out of limits"
page is also available, it includes all the
parameters which currently wviolate the
specified limits and staws checks. For
graphics, parameters can be plotted against
ume or against another parameter. Histonical
telemetry data may be replayed on a
warkstation, The operator has full control
over the telemetry replay, with the following
options available . pause, single step,
continue, change replay speed (nomunal, slow
or accelerated). off-line analysis are aiso
avallable and can be used to perform
statistics, plots and printout of telemetry.

— The loghook task is in charge of recording

any significant event related to the monitored
and controlled satellite and to SCC computer
system © satellite monitoring configuration
change, TM alarm, telecommand history,
SCC computer system failure and recovery,
operators  acuvities, archiving  session
start/end, etc...

— The database task is in charge of all

operauonal data management to offer the
required level of security for operatons and
also rapid reconfiguration o suppert different
satellites or operatonal requirements. When a
new version of the data base is under
preparauon validity checks are performed
automnaucally at several levels.

— The orbitography task provides through a
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user friendly man machine imterface all
funcuons necessary for orbit restitution, orbit
propagation, manceuvre  computation,
manoeuvre evaluation and full consumption
computation. The system has been design to
avoid manual data mampulavon and all
necessary input data are automatically loaded
from results of previous application process.
The  orbitography  software  includes
collocation modules compatible with a
deadband of +/-0.05% in E/W and N/S.
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Figure 2 -Telemetry displays
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3 - OPERATION SUPPORT TOOLS

The SCC can be connected 10 a set of advance
tools for operations support. All the tools are
based on Sun/spark workstation with Oracle
database, Framemaker and Open interface and can
be access from any X-terminal.

— SAT-analyst is able to perform systematic
trending analysis on satellite telemetry and to
issue automatic reports : the tool is used to
detect abnormal evolution or behaviour of
satellites which can not be detected by simple
GOMNOGO crnitena such as limit checking.
The user is able to define through a dedicated
interface the conient of the report as well as
the processing to be performed (comparison
with previous plots, FFT, denved parameters
computauon...).

SAT-Diagnostic is used as a support for
faillure diagnosis and is based on AL
technology, it covers all platform subsystems
and its knowledge database can be improved
through the in orbit expenence. The tool is
used as a support by S/C controllers for failure
localisation and as a trainung system.

SAT-Diagnostic 1s based on a generic kernel

which address two main knowledge
l'epmsenulionlevels_:
= the behaviour level : decision trees

implement the failure first analysis
procedures, and knowledge about the
predictable effects of equpment/
component failure on the dynamic
behaviour of the spacecraft.

the functional level @ functional
representations of the on-board
equipments are used to discnmunate
among possibly faulty component by
using the available teiemetry.

An operational version is now in
used at TELECOM 2 satellite Control
Center and at MMS CSC.

4- CSC AND MMS OPERATION SERVICES
MMS is used to support EUROSTAR customers
for the in orbit phase. This support stans by the
delivery of a complete and fully validated
operational documentation and  associated
operation support tools as described before, but
includes also the provision of wery attractive
operation services, From 1989 MMS has been
largely involved in all LEOP services of
EUROSTAR satellites (8 successful LEOP up
today). MMS has been in partcular fully
responsible for satellite jons acuvities for
INMARSAT 2 Fl, F2, F3, F4 and HISPASAT
PFM and FM2. This includes preparation,
validauon of the sateilite flight control procedures
and associated TM/TC data base. Dunng LEOP
operations MMS was on charge of saellite
operations. Based on this expenience which covers
also Network assembly and flight dynamics
acuvites. MMS can propose LEOP services
tailored [0 customer requirements, As an example
HISPASAT LEOP was performed with CNES
cooperation under full contractual responsibility of
MMS from the customer control center set up in
Spain by MMS. Mission preparation was
performed in less then 12 months using 2 MMS in
house multmission facility called CSC for
customer Support center.

The CSC major funcuons are

— processing of up to 9 different Spacecraft

— real time momitoring and commanding of
Spacecraft

— off line analysis/replay, trend analysis, report,
by using SAT- analyst

— use of expert system for trouble shooting
(SAT-Diagnostic)

— tranng and simulation of Eurostar

—~ lelemetry dissemunation on MMS network (for
quick engineenng support)

— back-up satellite conwrol center (TC
capability)

— Orbuography support for om station and
LEOP

The present implementation at MMS Toulouse is

composed of

3.1 m C band antenna

3.7 m ku band (TM and TC) antenna

0.9 m ku band antenna

baseband equipment for TM and TC functions
satellite control center ]
telemetry dissemination on MMS network

Ll L] Ll Ll L L}
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EUROSTAR spacecraft simulator |

- OPSAT, ORH, SAT-analyss and SAT-
diagnostic

- capability for connecuon to external network
(CNES, NASA, HISPASAT., ...)

- flight dynamic center

The CSC can be used for various acuvities
according to customer requirements .

mission preparation, validation and training of
customer operational staff : The CS.C. 1s
equipped with the POM, OPSAT and ORH tool as
presented before as well as with the EUROSTAR
dynamic satellite simulator. This allows (o
perform an easy and early validation of Flight
Control procedures dunng the satellite design
phase. In additon Customers can be trained using
theses flight control procedures with the CSC
ground system which is equivalent (functionaily
and as far as Man Machine Interface is concerned)
to the Satellite Control Center which will be
delivered at Customer site . this allows for
Customer Staff a parallel development of Ground
Control System and Operational preparation and
guarantee his ability to operate safely the satellite
after its in orbit delivery.

LEOP support for operation team and
specialist team : The CSC facilites have been
used dunng HISPASAT Leop for satellite
specialist monitoring : allowing to have quick
answer 1o in orbit unforeseen behaviour. The CSC
was also able to be used a back up site in case of
main center at ARGANDA (Spain) unavailability.
Depending on customer requirements various type
of services can be proposed including full Leop
services from CSC.

back-up control center * as example the CSC was
used as a back up control center for HISPASAT
during 9 months and MMS was able to take full
responsibility of satellite operauons in less than 2
hours notices. Depending on Customer
requirement and existing Ground Control System
the back up control center services can be adapted
( 2 hours time nouice, 48 hours time notice...) 10
avoid unecessary customer investment. The
availability at CSC facilities of MMS EUROSTAR
operation experts guarantee that the satellite will
be operated safely until the recovery of nominai
conditions of customer ground control center.

in orbit support to customer : for satellite heaith
assessment and mussion opurmisauon. A eam of
more than 50 highly experuse engineers is
available to perform systemauc satellite health
assessment and provide support to real ume
operations if anomaly occurred.

The in orbit support generally include

- improved satellite monitoning with trend
analysis in complement of satellite control
center analysis

- analysis and processing of in-orbit anomalies -

component alert processing

system evaluauon such as propellamt or
power evaluations

parucular equipment monitoring
elaboration of conungency procedures
update of satellite operation handbook
modificauon, validauon and
improvement of operauonal procedures

(through this actuivity a conunuous process of
improvement of satellite flight control procedure

is performed)

- knowiedge maintenance of in-orbit satellite
behaviour

- design knowledge maintenance

The CSC is connected to the set of enhanced
operation support tools presented before (OPSAT,
ORH, SAT- analyst. SAT-diagnostic) :

Thus allow the operation and subsystem experts 10
have instantaneous access to all the necessary
informations  (from  design,  development
integration and test phases) as well as to real ume
or archived in orbit telemetry ( Thanks 1o CSC
capabilities, the satellite telemetry, real ume or off
line is available on specialist desk top PCs as well
as SAT-analyst funcuons and ORH functions
through MMS Local Network).

The CSC when used with its associated services 1s
the nght answer at customer level

- to reduce at minimum the operations cost

- to safe the in orbit satellite

- to maximise the mission availability and
customer revenue.
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ABSTRACT

This paper describes the In-Orbit Infrastructure
Ground Segment (IOl GS) required to support the
Columbus Laboratory payload operations and system
control functions as part of the Columbus Program. The
Columbus Program and the corresponding ground
infrastructure have changed significantly since the
Program was first initiated. However, this paper
concentrates on the [0l GS in the configuration which
was defined at the European Space Agency (ESA)
council meeting at Ministerial level beld in Granada in
November 1992 - the "Granada Scenario”, and the
developments that have taken place since then. The
facilities that comprise the IOI GS are introduced and a
high level description of the role of each facility is
given. However, throughout this paper particular
emphasis will be placed on the role of the Columbus
Laboratory Control Ceater (CL-CC) which includes the
European payload operations co-ordination function and
will be located in the MSCC on the site of DLR in
Oberpfaffenhofen, Germany. Furthermore, the impact of
the re-design of the Space Station Freedom, as initiated
by the Clinton Administration, on the [0l Ground
Segment is fully detailed.

The development of the MSCC and its operational
involvement firstly for the highly successful Spacelab D-
2 mission in April/May '93, subsequently for the
coming Columbus Precursor Missions and finally up to
and including the Columbus era is described.

The role of the CL-CC, and its interaction with the
NASA centres as well as the other IOl Ground Segment
facilities, is then described in more detail. Particular
emphasis is placed on the services provided by the
payload operations co-ordination function for the
European users with experiments located in the
Columbus Laboratory.

The Architectural Design of the CL-CC resulting from
the functional analysis of the tasks to be performed for
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payload operations co-ordination is preseated, and this
forms the main body of the paper. The interesting/novel
aspects of the proposed physical architecture are
addressed, together with the corresponding advantages.
In particular, the largely distnbuted nature of the
architecture, whereby tasks are generally allocated to
multiple workstations rather than being hosted by a large
mainframe, is discussed. This discussion has not
previously been published.

Key Words: Columbus  Laboratory, In-Orbit
Infrastructure, Columbus Laboratory Control Center,
Space Station, Attached Presurnsed Module

OVERVIEW

The Columbus Program was initiated at the ESA
Council meeting at ministerial level in January 1985
with the aim of establishing an autonomous capability in
the field of manned space flights, and to accept the offer
from the United States to participate in the Space Station
Program. The Columbus Program definition has
undergone much change since its initiation, but the basic
aims have been continually re-instated. The last occasion
on a ministerial level was the meeting in Granada in
November 1992. The Columbus Program defined at this
ESA  Councii meeting (Reference: ESA/PB-
COLUMBUS(92)18, rev.7) comprised the following

elements:

* A pressurised module to be permanently attached to
the Space Station (SSMB), the Columbus Attached
Laboratory (APM), and the associated In-Orbit
Infrastructure Ground Segment (IOl GS)

e A free flying Columbus Polar Platform and the
associated ground segment

¢ Columbus Precursor flights (presently one Spacelab
flight, 2 ESA MIR missions and one Eureca re-
flight) to prepare for the exploitation of the APM

The APM would be launched by the Shuttle and would
form a permanent part of the Space Station, from which



it would receive its resources (power, heaung, cooiing,
water, etc). The Space Stauon Control Csatre (SSCC)
would be located at the Johnson Space Center (JSC),
which would be respoasible for the Space Stauoa as a
whoie and for all system aspects. The co-ordinauon of
the payload operations would be handled by the Payioad
Operations [otegranon Center (POIC) at the Marshail
Space Flight Ceater (MSFC). The European pavioad
operations co-ordination would be the respoasibiiity of
the European Payicad Operations Co-ordination Center
(E-POCC), as it was thea cailed, which would interface
to the POIC to provide comsolidated European nputs
which would then be integrated by the POIC wath ail
other inputs from the internationai parmers wto overail
Space Station products.

The [0l GS as defined during the Granada Meeung
comprised the following elements:

* E-POCC responsible for the payiocad co-ordinauon
for all European experiments located wr the APM or
elsewhere in the Space Stauon

* Multiple User Support Operations Centre's (USOC's)
to support the users, both techmcaily and
scientifically, in the preparation and sxecution of
their expenmeants and further in the interpretation of
the results, Most users will also be located at the
USOC’s dunng their expenment execution

« APM-Ceatre (APM-C) 1w perform payload
integration and to provide sysem engineenng
support and logistics services for the APM and its
on-board systems

* Tactical Operations Planning and Increment
Managemeat Ceatre (TOPIC) which wall carry out
the European tactical operations management and
planning and will have a direct interface w0 the
internatiopally staff [otegrated Tactical Operations

TDRS :
/‘ mmyum
, I

Orgamusation (ITOO) responsible for the
impiemeatanoa of all tacucal level activities
* Interconnection Ground Subnetwork (IGS) is the

ground network 1o support the APM operatons, that

will allow the transoussion of data, voice and video

between the USA and Europe and wall handle ail

operations commumcation between the [Of GS

facilities in Europe. As part of the [GS wall aiso be:

- Network Managemeat Ceatre (NMC) responsible
for  pianming  and co-ordipating il
communicalions resources/requirements and for
managing the European commumnications
infrastructure

- ESA Relay Facility located in the USA
responsible for providing the interface between
the NASA and IGS communications networks

Figure | gives an overview of the IOl GS and its
nterface to the NASA facilities and the space elemeant.

IMPACT OF THE SPACE STATION RE-DESIGN

Due to financial problems at NASA and due to
sigmficant poliucal changes, the newly ciected
Admumstration under President Clinton decided w©
umtiate a “giobal” space station design invoiving Russia
as a partner. The re-design process was completed
November 1993 and the resuiting station, the so-cailed
*a-Station”, see Figure 2, wnciudes significant Russian
¢lements.

Also due to financial problems in Europe, ESA
revisited the "Granada Scesano® in the light of the
above NASA decisions with the following resuit: A
Columbus Laboratory sull coosttutes the European
provided eiement for the giobal space statuon manned
base.

=) = =) =)

Figure 1: Overview of the [n-Orbit Infrastructure Ground Segment ("Granada Scenario®)
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Figure 2: a-Station Configuration

The Columbus Laboratory is 1o be:

» [aunched by Anane 5 and manoeuvred w0 the
Space Station by the European provided
Automatic Transfer Vehicle (ATV)

= Attached to the Space Station as part of a
permaneatly manned capability provided by the
Space Station parters i a 51.6° orbit, allowing
the instailation of 4*5 standard double racks

» Targeted for a 2002 launch date with 2 lifetime of
10 years (previousiy 30 years)

[n addition, the European Data Relay Satsilite (DRS)
will be exploited as necessary to support the Columbus
in-orbit/ground communications requirements. With the
introduction of the DRS communication system a more
independent approach for the operation of the Columbus
Laboratory was proposed by ESA. The E-POCC as
described in the previous section would be designed to
perform payload operations co-ordination for ail
payioads within the Columbus [aboratory and all *non-
safety cntical® system control functions for the
Columbus Laboratory becomung the “Columbus
Laboratory Control Center®. The revised [0l GS
(compared to the "Granada Scenano”) is now:

* Columbus Laboratory Control Ceater (CL-CC) wn
Oberpfaffenhofea, performing laboratory “non
safety cntical® system control functions for
operations and all tasks for co-ordinating
European and aon-European user operations.
Safety cntical operations are to be performed by
the Space Station Control Center in Houston.

¢ Multipie USOC's as descnbed above

* A significantdy reduced APM-C (now called
*Laboratory Eagweenng Caater”)

* A significantly reduced TOPIC (possibly
integrated with the CL-CC)

* [GS which now includes a DRS Earth Terminal
(possible integration of the NMC and the DRS
Earth Termunal mnto the CL-CC)

Figure 3 gives an overview of the revised [O[ GS.
DEVELOPMENT OF THE MSCC
[nitial Development and Previous Missions

DLR with the aid of national funding has established
the MSCC on its site at Oberpfaffenhofen near Munich.
The MSCC is an extension to the existing German Space
Operations Center (GSOC) facilities already located on
this site. The MSCC, completed in 1989, consists of two
buildings; the first housing the Mission Control Facility
and the second the Operations Missions Sequence
Simulator (OMSS). The Mission Control building
provides four large fully equipped coatrol rooms,
muitiple rooms (o accommodate further operational
personnel and users involved in both real time and off-
line activities, areas to accommodate all computer
equipment and two levels of office space. Access is
available to the MSCC in-house voice, video and data
processing systems wn ail operational areas. The OMSS
building provides a large area to house an Columbus
Laboratory mock-up and other simuiation or training
tools, computer rooms and office space. The OMSS will
accommodate all MSCC Training, Qualification &
Validation (T, Q & V) tools and simulations facilities to
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support the Columbus Laboratory acuvines. A third
building is connected to these two via 2 common foyer.
This building, the [n-Orbit Operacons Simulaton
Facility (IOSF), is dedicated to manned spacedlight
technology developments including the European
Proxumity Operatons Simulator (EPOS) and Servicing
Test Facility (STF) but is not further addressed in this
paper.

Current Activities

The MSCC is currendy prepanng not only for the
Columbus Laboratory operanons, but also for the
Columbus Precursor Missions. The MSCC will house the
payload operanons co-ordinauon functon for an
internatnonal Spacelab Precursor Mission due for late
1996/early 1997, and possibly aiso for the EURO'MIR
95 precursor mission on the Russian MIR stanon in

Figure 3: Revised Columbus Laboul.ory Comumcanm Concept

The DLR bas gained much valuable expeneace in
manned space operatons thropgh its invoivemeant in the
Spacelab 1, D1, MIR '92 and D-2 mussions. The latest of
these mission, the highly successful second German
Spacelab Mission D-2 (Mission Duragon: 26.4.93-
6.5.93), was the first mission to be performed from the
MSCC configured as the Payload Operatons Controi
Ceatre (POCC). The payload operations were conmolled
from the POCC, where the majonty of the users were
also located for the duranon of the mussion. The Spaceiab
data was wansferred to roof top terminals at the POCC
from the USA wia satellite. The data was processed by the
POCC systems and then dismibuted to the users in the
POCC user rooms. Furthermore, a dedicated POCC
position was responsible for co-ordinaung all payioad
commanding. Additionaily, Spaceiab video and air-to-
ground voice were made avalable to the operanonal
personnel via the POCC in-house sysiems.

The MSCC, through its participation in this mission,
has confirmed its position as Europe’'s POCC for manned
missions.

1995. The implementaton phase for these mussions is
expected to start in [994. These mussions will provide an
important stepping stone towards Columbus and
parucularly the Columbus Laboratory operaoons. Two
important Coiumbus operanons concept feamres are
likely to be unlised for these mussions. Firstly, many of
the users will be located in USOC's dispersed throughout
Europe and will be able ® perform tisiescience
operatons. This wall allow the users far more fdexibility
with the execunon of their expenments. [n order © make
this decentralised operancos coocept work, it is
important that these users are adequately supported by
the payioad operatons co-ordinaton function, which will
be respousible for co-ordinanng all  payioad
commanding, for co-ordinaung the experiment
umelining and repianning, and for ensunng the end-to-
end data transfer. Secondly, a forerunper of the
Columbus communications nerwork, the IGS, is likely to
be empioyed for all operational commumcations between
to provide direct interconnections between the NASA
communications network, the MSCC and the USOC's.

The IOl GS studies Design Consolidation Phase

(DCP), which as the name suggests is intended to ensure
that all aspects of the IOl GS design and definidon are
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fuily established before the [mplementation Phase is
entered, was completed in December 1993 for the
‘Granada Scepmano®. During this phase the [0 GS
architecture and requirements, inciuding subsysiem level
and with full interface definitions, were finalised.

Due to the introduced changes, the resuits of the DCP
have to be revised taking the following aspects into
account:

* increased European Columbus Laboratory
operations autopomy, i.e. Svsiem operations
responsibility and the payload operations co-
ordination function for all payloads (inciuding
parmer utilisation of the Columbus Laboratory)
launch delay untl 2002
launch by Anane 5 and utilisation of the ATV
utlisation of DRS for communications
reduced number of experiments due to the smailer
size of the Columbus Laboratory
* reduced lifetime of 10 vears

- . & -

[n addiuon, the use of space segment tois and
applications developed for the C/D phase two support
operation activities dunng the expioitation paase is 0 be
studied. To venfy the results of the invesugation, low
cost development/prototyping wiil be empioyed.

The above activities will resuit in firm procurement
and integration plans for the CL-CC subsystems by the
eod of 1994, Before proceeding into the impiementation
phase, a decision from a future ESA Counci meeung i

1995, will be required.
CL-CC/MSCC Architecture for Columbus

Figure 4 shows the CL-CC architecture to support the
Columbus Laboratory Payload Operations. The
following description concentrates on the payload
operations co-ordination function of the CL-CC. The
"non safety critical® system operations aspects have yet
to be analysed in detail. However, the described
architecture will also be able to accommodate these
tasks. The architecture shown follows the tread towards
distributed processing, and takes advantage of the recent
advancemeats in work station technology. [ostead of the
functions being conceatrated on large central mainframe
computers, many of the functions are distributed to
smaller, but nopetheless powerful work stations. The
resuiting balance between ceatralised and distributed
processing shown in Figure 4 was an outcome of the
functional apalysis of the payload operations co-
ordination requirements.

Each subsystem is comprised of muitipie assemblies
each performing a subset of the overall subsystem tasks.
The assemblies are typicaily based on one or more work
statons, provide local storage and possibly other
peripherals, and are linked by subsystem Locai Area
Network(s) (LAN's). Following the distributed
approach, each subsystems holds a database containing
the information required to carry out all subsystems
tasks. Additionally, each subsystem provides its own

local short term storage. However, longer term storage
of:ﬂopumonﬂdauuperfomedeenmilybyzhe
Archiving Subsystem (ARS), which provides two types
of sorage. Firstly, a medium term storage up to 3
months which s held on-line and accessible in pear real
ume. The second is the long term archive and is only
accessible off-line. Medium term storage of the voice
and video signais 1s also provided by the ARS.

An interesting feature of the CL-CC architecture is the
Electromic Office Support (EQS) System. This system
bridges the usual gap between the operational and office
eavironments, and allows its users access to much of the
operational daw from lis office PC, allowing him to
prepare reports, perform off-line analysis and to prepare
for future operations more easily. Additionally, the user
can access data that he has produced in his office from
his operational position, thus allowing him to take
advantage of a greater range of applications and
therefore arford him extra flexibility at his operational
posiuon. The EOS additionaily provides for the storage
and retnievai of ail non-operational data, and for the CL-
CC oog-operational communications with external
facilities, as descnibed beiow. However, w order o
easure compatbiity berween the EOS and other CL-CC
subsystems, the design of the EOS froot<ead and
archuving features is bewng performed by the appropriate
subsystem (CIS or ARS) designers.

All operational communications to and from the CL-
CC are handled by the Communicatioas and
[nfrastructure Subsystems (CIS), aod all non-operational
commumicanoas by the EOS, via ooe of two interfaces.
The first, and most important, is to the [GS. The IGS
provides two communications networks; the operational
and admunistrative networks. The operations network, as
the npame suggests, is for all operational data, voice and
video distribution, both space-to-ground and ground-to-
ground regardless of the transportation means (TDRSS
or DRS), and thus data exchange is subject strict lateacy
and security requiremeats. The administrative network is
for general information exchange with lesser latency and
secunty coastramts. The MSCC also supports an
interface w0 the local Public Telephone and Telegraph
(PTT) network for electronic data exchanges and normal
telephooe and  teiefax  capabilities as  gegeral
infrastructure. These connections will suppiement the
{GS admunistrative network.

The CL-CC subsystems themseives are connected by
two backbone LAN's each based on the Fibre
Distnbuted Data Interface (FDDI) standard allowing
data rates up to 100 Mbps. The first LAN, the
Operations LAN, is the safety critical LAN supporting
the interfaces between assemblies involved in the
realtime payload and ground operations with the
operauonal [GS to the NASA control centers and the
SSMB. Further, this Operations LAN consists of two
poysical LAN's, the Routine Operations LAN for on-
line data, and the Extended Operations LAN used during
high actuvity phases and for simulations data/playbacks,

365



99¢

grsmraswnywrarasn

[ Office Services i Central Off-line Activities & | : : {"Olffine Tralning & |
Operafions Suppo | Backup/Reslore Ops Prep. Suppor - | TQ&V Preparation |

Flle Servor

; : (] CBT
e - 3 Servel
| IMiS, POIC, SSCC Data Exc e e - - 5

¢ TOPIC, NMC Data Exchange
> | ¢ASA Video Conferencing

From TQVs
L

R1/PB Paylosd Housekesplng Dt -
RT/PB Ancillary Dsta 3
BA TCs B Raguests
POIC TC Acknowiedgments

: RT/PB Supplamental Duls

Front - -
5 User Spec RIT Anclilary Data End 2 £ x

Gy | Uks TCs k Ragusls { ey : : : A 6
| ¢ Uner TC Acknowledgments i _ q |

Syatem Mgl W3

# H Metwuik MAC Duls

Data Mgt. Compuler

[Fayload Tl TEMETE ) : S 18 Controf Room 2
a £ = :

onirol Room 1

Video

e TRt
AS!BHI!JW > 2 wraetS e o e . T m

volce [ {12 -‘-‘—'——' : ;
[ User Volca Loops Tl Iteicom 7 Fullio: s |
| ¢ APM-C Voics Loaps il Assembly | Addrees

|4 1GS:CC Volca Locp fij embly

® - Upgrade

CIA - Communications F Assembly

I - ISDN Interface Card

WS - Workstation : Telephonse

CBT - Computer Based Tralning : Assombl
- Managed Bridge

Operatiol

I Al to Growund Yideo

Alrto Ground Audio

A

MSCCARCH DRVDKMII0 8 834ssued RevA

Figure 4: MSCC Functional Architecture



P Il w——

which can also carry traffic from the Routine Operations
LAN in the case of maifunctions The second LAN, the
General Purpose LAN, is used to interface between al
other assemblies necessary in the CL-CC wmfrastructure
for supporting payload and ground operations and © the
external world via PTT and the IGS admimistraton
network. For safety and secunty requiremeats the
Operations and General Purpose LAN's are isolated
from each other. The connection of all subsystems via
these LAN's allows for easy and reiiable data exchange,
and therefore, the ability for the subsysiems (o interact
more easily.

In addition to the data distribution LAN's, there are
also voice, video, timing and public address distnbution
systems, which allow the distribution of these signais w0
all operational areas, and to selected non-operation
areas, of the MSCC.

The Moaitor and Coantrol (M&C) concept for the CL-
CC has two levels. Each subsystem provides its own
local M&C capabilities, which are in turn provided
centrally to the Ground Operations Subsystem (GOS), i
order to allow an operator W moautor and coatroi all on-
line subsystems from a ceatral locauon. The GOS s
therefore the central pownt of monitonag, controi and co-
ordination for ground operations withun the CL-CC.
Heaith and status data from the oo-line ground
operations subsystems and assemblies are brougnt
together at the GOS. These data are expected to aiready
be calibrated or quanufied in the ongwaung system,
therefore processing at the GOS will pnmaniy be
concerned with preparing the daw for display,
performing extended processing (0 denve additional
parameters or information, and checking parameters for
limit and configuration violations. Controi of subsystem
and assembly functions and equipment from the GOS is
based on the criticality of the function, the amount of co-
ordigation or insight into other system coafigurations
required to perform the function, and the ease in whica
the remote control of the function can be implemented.

Columbus Laboratory Payload Operations
Co-ordination Function

The CL-CC will be responsible for the co-ordination
of all payload activites tking place within the
Columbus Laboratory. Specifically the CL-CC wail
perform the following functions:

* Act as single pomnt of contact for Columbus
Laboratory utilisation co-ordination

e Co-ordinate and integrate the formalised user
requiremeats for the eatire Columbus Laboratory

* Generate the Columbus Laboratory timeline

« Perform Columbus Laboratory repianning

* Ensure the resource availabiity o the Columbus
Laboratory during the planning phase

* Enable/disable the Columbus Laboratory command
capability for European and other users, and validate

all commands according to plans or on requests, in
close co-operation with the SSCC
* Monitor and control experiment resource snvelopes
dunng mussion operations
» Ensure health and safecy of the Columbus Laboratory
payioads and take approprate steps in the event of
anomalies
» Co-ordinate and ensure end-to-end data handling for
ail expenmeatation taking place in the Columbus
Laboratory
- Co-ordinate voice communication between the
crew and authonsed users
- Co-ordipate real tiune and
dissemination
- Provide data storage for low rate data, voice and
video as well as high rate data in the backup case
- Distribute recorded dawa off-line
« Provide post increment reports
* Accommodate users which are not supported by a
usoc

off-line  data

For Columbus the mamn goal is to achieve good
science. To thus end the services provided to the users in
order to achieve this are of paramount imporance. Most
of the European users for the Columbus Operations wiil
be located in appropnate USOC's.

The services provided by the CL-CC to the users are
given below:

» Operations Preparation
- Columbus Laboratory Execution level pianning

and replanmng by integration of barmonised
requests from the USOC"s

. Openuous Execution
Columbus  Laboratory  payload  resource
monitorng and control
Columbus Laboratory payload health and safery

control

- Columbus Laboratory payioad command co-
ordipation / validation, incl. telescieace
throughput co-ordination

End-to-end commumication co-ordination
. Usnf Data Services
- User data service co-ordination
- Data quality monitoning
- Data accountability
- [ntermediate data recording and data product
generation and distnbution

In addition, users will also be accommodated at the
MSCC in internal user rooms during the mussioss. In
such cases, the user interfaces wiil be treated identically
to those located externaily.

CONCLUSION

The rescoping of the Space Station Freedom with the
inclusion of the Russian Space Agency as a parmer and
the re-definition of the European Columbus Program has
yielded a more cost effective approach for both the
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Amencan and European space agencies. This has meant
a signuficant increase in the responsibilities of the MSCC
within the Columbus Program, reflecting a more
centralised and autonomous European approach. With
modem design methods bewng employed for the MSCC,
the facility architecture has proven to be flexible enouga
to cope with a significant vanety of changes for the
benefit of the manned space program and in partcular
for the benefit of the expenmenters and their scieatfic

investigations.

ABBREVIATIONS LIST
APM Attached Pressunsed Module
APM-C Columbus Laboratory-Caatre
ARS Archiving Subsystem
ATV Automatic Transfer Vehicle
CBT Computer Based Trawning
CIA Communications [aterface Assembly
CL-CC Columbus Laboratory Control Ceater
CIs Communications and Infrastructure Subsystem
CSF Columbus Simulations Facility
GIE Crew Traumung Complex
DCP Design Consolidation Phase
DLR Deutsche Forschungsanstait fir Luft- und
Raumfahrt
DPS Data Processing System
DRS  Data Relay Satellite
EAC European Astronaut Centre
EOS Electronic Office Support
CL-CC European Payload Operatons Co-ordination
Center
EPOS  European Proximity Operations Simulator
ESA European Space Agency
FDDI  Fibre Distributed Data Interface
GOS Ground Operations Subsystem
GPS Global Positioning System
GSFC  Goddard Space Flight Center
GSOC  German Space Operations Canter
IOI GS In-Orbit Infrastructure Ground Segment
IOSF  [n-Orbit Operations Simulations Facility
ITOO Integrated Tactical Operations Organisation
JSC Johnson Space Ceater
KSC Kennedy Space Center
LAN Local Area Network
M&C  Momtor and Coatrol
MP Mission Planning
MPNS  Mission Planing and Navigation Subsystem
MSCC Manned Space-Laboratories Controi Center
MSFC  Marshall Space Flight Czater
NAV  Navigation
NMC  Network Management Ceatre
OMSS  Operations Mission Sequence Simulator
PDSS  Payload Data Services System
POIC  Payioad Operatons Integration Center
PTC Payioad Trauning Complex
PTT Public Telephone and Telegraph
SSCC  Space Station Control Center
SSMB  Space Station Manned Base
STF Servicing Test Facility
STP Short Term Plan
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TAT Trans-Atlantic Optical Cabie

TDRS Tracking and Data Relay Satellite

TOPIC Tactical Operations Planniog and Increment
Management Ceatre

T, Q & YTraining, Qualification and Validation

UHB  User Home Base
USOC  User Support Operanons Centre
wSs Work Station

wWSC White Sands Complex
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Abstract

France is cooperating extensively with the Russian
MARS 94/96 mssion by providing scientific
instruments. CNES (the French Space Agency) has
decided to establish a mission centre at Toulouse so
that the scienufic community will be able to use us
instruments under the best possible conditions.

Even though it will be decentralized at Toulouse, the
centre will be part of the global ground segment. for
which the most imponant pars are to be under
Russian responsibility. This centre should enable
scientists to control and program the functioning of
their experiments while at the same ume providing
facilities for processing, distributing and archiving data
and results. This objective will require the development
of communications facilities between the different
partners and of processing systems for telemetry,
operations management and mission analysis.

This paper describes the general organization and
architecture of the centre as well as the vanous
strategies and means to be employed to carry out the
different functions.

Foreword

For several vears now the intermational scientific
community has expressed an increasing interest in the
planet MARS. Following on the analysis of data from
the MARINER programme and the VIKING mussion
and the contribution made by PHOBOS 2, the Russian
MARS 94/96 mussion will enable more thorough
research based on the previous discoveries. This
programme will be articulated around 2 centres of
interest. namely remote sensing (cartography. studies of
the atmosphere, geology, mineralogy, gravitauonal and
magnetic fields) and study of the ground by means of a
network of fixed stations.

France has a privileged role to play in this programme
of international cooperation not only because of the
scientific instruments which it is providing, but also
because it is responsible for the vehicie-related aspects
(telemetry relay, Aerostat and Rover navigation
system). The MARS 94 mission, due (o be launched in
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October 1994. will consist of an orbiter, two stations
and two penetrators . Dunng this first mission. France
will be participating in 11 scientific expeniments.

To cope with the diversity and complexity of the
required supplies. CNES set up a project group at the
Toulouse Space Cenwre in 1988, This group is
responsible for the technical, budgetary and scheduling
aspects for all of the French services to be provided.
Given the extent of French parucipauon in this
mission. CNES deemed it necessary to develop a
specific mussion centre (o manage flight expeniments
and process informauon. For this purpose a ground
segment project group was set up fo act as prime
contractor for developing such a centre,

The centre's functions

The French Scientific Mission Centre or
C.M.S.F.(Centre de Mission Scientifigue Frangais) fits
into the global control and processing system for the
MARS 94/96 mussion. which is being coordinated by
the Russians. It should enable the French scientific
community to get the most out of the equipment carried
on the mussion. by providing scientists with facilities
for managing and conurolling expenments, for defining
measuring plans and for processing and distnbuting
information. The centre will coordinate all work on the
French part of the mussion and will be the sole interface
with the Russian conwrol and mission centres
throughout the operational parmt of the mussion
(exchanges of TC (telecommand) proposals, reception
of TMs (telemetry), etc.)

The scienusts have made it ciear that priority
should be given to rapid data retneval in France thus
enabling them 1o quckly interpret on-board
measurements and thus plan work sessions for
subsequent orbits. In general they have asked that
special attention be paid to problems to do with
exchanges of informauon between the different partners
(Russian centres, laboratories, etc.)

The primary functions of this centre will be;

recovery, archiving and management of telemetry
and ancillary data.



preparation of programming for flight experiments,
operations control and technological monitoring,

resuits,
elaboration of forecasts and determination (orbits.

processing of information and distributing of

artitude, pointing, visibilities, location of stations).

The specified time limits require that the centre be
equipped for real-time (or approximately real-time)
processing of information received by stations.
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General organization

The C.M.S.F. will centralize all of the management
and processing functions and will be closely interlinked
with the mission and control centres in the CIS and the
French laboratories. The flight control centre and the
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principal receiving station are located in the Ukraine
(Evpatoria). The Russian mission centre is in Moscow,
and there are nine French laboratories located at
different areas in France. Figure 1 shows the general
organization of the ground segment for the MARS
94/96 mission.




In functional terms the C.M.S.F. can be divided into 4
sub-systems for carrving out the 4 major tasks,which
are:
- operations management,
- navigatuon and processing of ancillary data
(amitude, dating, etc.),
data processing and archiving,
communications and networks

The C.M.S.F. will consist of 3 centres. the Operations
Centre or COM. (Centre des Operations Mars), the
Interplanetary Navigation Centre or C.N.1. (Centre de
Navigation Interpianétaire) and the Mars Processing
Centre or C.T.M. (Centre de Traitement Mars), which
will rely on a communications and network system [0
provide all of the internal and external links. Figure 2
shows the orgamizauonal diagram for the CM.S.F.

The communications system

The conception of a decentralized mission centre
required the development of a4 communications system
to meet the specific constraints of such a project.

Since the operational funcuons pracucally require real-
ume reception of telemetry and a high degree of
integnty for exchanges, the network architecture had 1o
be organized around our own faciliues. dedicated 1o the
different links with centres located in the CIS. Public
nerworks do not offer a sufficient level of reliability and

availability to guarantee the necessary security and
efficiency for exchanges.

The nerwork architecture

The telemetry will mostly be acquired by the Evpatona
station located in the Ukraine. Communications
sessions with the probe will take place every 2 days and
will last for 6 hours dunng which the vanous memones
aboard the spacecraft will be emptied at a rate of 64
Kb/s.

This data will be received and processed in real-tume at
the Toulouse Space Centre by the scientific teams,
using their test and control equipment (GSE).

Given the decentralizauon of centres in the CIS
(Evpatona, Moscow, Khimki), it will be necessary to
have an efficient communications system enabling all
tvpes of exchanges between the different centres. The
principle chosen is to interconmect the different
computer networks of the various centres by means of
digital channels with hugh transmussion rates. A first
satellite link (Eutelsat or Gonzont at 64Kb/s) wll
connect the acquisiion system of the Evpatona station
with the Russian mussion centre at Moscow (IKI). The
communications protocol to be implemented on this
section will be of the [PX type used for interconnecting
two NOVELL networks.
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A second satellite channel (Eutelsat at 128 Kb/s) wall
connect the computer networks of the different Moscow
centrees to the CMSF's operatons network. This
connection will accept the [P protocol for the exchange
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of digital data, but will also carry telephone and fax
channels, both of which are absolutely necessary in
order to enable flight control operations to be carried
out from French termitory.



All of the communication lines connected to CNES.
and on the CIS' territory, will be centralized by a
concentration station installed by CNES in Moscow
All of the muitiplexers and routers installed will be
directly monitored by the telematics management
department at the Toulouse Space Centre.

At the CMSF level a dedicated neiwork will be
established (Operations Network) to handle supervision
of information exchanges, and real-ume reception and
disparching of data to the GSE (Ground Station
Equipment).

The other elements of the French mission centre (the
centres for navigaton. operations coordination and
processing) have been orgamized around the internai
optical fibre nerwork at the Toulouse Space Centre.
This network is moreover linked to the national
research network and to the NSI (via a specialized 236

Kb/s line). The general architecture of the
communications system is shown in Figure 3. Such a
system will enable all of the informauon to be
processed in France, while ensunng close cooperation
with the Russian centres responsible for controlling the
satellite and avoiding permanent assignment of
scienufic teams to the CIS.

The Operations Centre

As the sole correspondent of the Russian Operatons
Centres, the Mars Operations Centre (COM) has to
coordinate and handle operations for the French part of
the mission. It will be responsible for all of the
information exchanges between the Russian centres and
the different participants in France (laboratories and
navigalion and processing centres).
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Functions work from their laboratomes. since the telemetry,
The principal functions of the COM are as follow. once: recoived andvalidated, iwill be' immedistely

- Management of operations data . The COM wiil
handle reception. validation. stonng and dispaiching
of all of the operauons data exchanged betwesn the
Russian mission centre and the French scienusts
(plans, TC proposals, reports, etc.)

- Real-time monitoring of scientific and technological
data; During communications sessions, the COM
will handle real-time acquisition of the TM data. A
laboratory will be made available at the Toulouse
Space Centre for visiing scientfic teams wishing 1o
analyze the data with their test and control equipment
(GSE), to enable them to possibly modify the short
term programming for their expenments. This
organization will enable scientists to conduct flight
operations from Toulouse without having to be
present in Moscow in the Russian mission centre.
However, for routine stages, the expenimenters will
be able to do all of their control and programming
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dispaiched to them.

- Off-line dispatching of scientific data: 24 hours after
each communicauons sessions the COM wall recover
the real-ume TM data corrected by the Russian
mussion centre. This raw data will be validated and
then dispatched to the Processing Centre,

- Dispatching of navigation data: Penodically (once a
week) the COM will recover from [KI the updates for
the SPICE data base. which. following venfication,
will be used to update the CNES SPICE data base.
The navigation data accessible through the services
offered by the CNI will enable scientists to prepare
the programming for their experiments,

Figure 4 shows the exchanges of data between the
COM and the other centres: the Russian mission centre,
laboratories and the processing centre.




Faciliti

The COM is the CMSF's operations contral body, In
functional terms it will consist of 2 sub-sysiems: the
Operations Coordination Centre or CCO (Centre de
Coordination des Operations) and the GSE (Ground
Stauon Equipment).

In addition, it will rely on the multi-mission facilities at
the Toulouse Space Centre which are:

- the Telecommunications Server or STC (Serveur de
TéléCommunication) for all informauen exchanges
(digital data, fax. phone links) between the Toulouse
Space Centre and the CIS:.

. the Interplanetary Navigatuon Centre for updaung
and consulting of the SPICE data base

The hardware architecture planned for ¢ach of these
sub-systems developed and operated by CNES (CCO.
CNI, STC) will consist of dedicated computers of the
SUN/SOLARIS type. The GSE provided and operated
by the laboratories wiil be PC/DOS type computers.

The Processing Centre

The Processing Centre which is a pan of the CMSF has
been designed to process information so that it may be
exploited by scientists.

Its functions are management. processing and
archiving of telemetry data relative 1o all of the French
experiments, or experiments involving French
partcipation, concerning the orbiter and the small
stauons. Moreover, it will be responsible for analvzing
the relay telemetry (French supply).

The data from the flight expeniments will be handled by
several management systems aboard the spacecraft.
which generate different telemetry formats. Two types
of data are provided by the experiments: numerical data
(scientific data) and analogical data (servomechanism
data). v

Data from the experiments on the small stauons will be
transmitted towards a relay installed on the orbiter and
then stored by one of the management systems aboard
the orbiter. Processing of the relay data will require the
use of decoding techniques (Viterbi and Reed-
Solomon).

Organization

Because of the vanety of scienufic discipiines
concerned, the Processing Centre had to be designed to
fit into a global "project” vision,

At first we shall consider only information and
characteristics which are common to all of the
experiments, and in particular that used for extracung
and dispatching raw data and for archiving it. This
level of processing will be referred (o as level 0.
During the second stage, the Centre will handle specific
and systematic processing of expenment data. This
processing does the ground work for later scienufic
exploitauon which will be done in laboratones. It

373

basically consists in decommutating data. m
reconsututing spectra and sometmes in transforming
raw values into physical values, This processing is
accompanied by the production of quick-look images
which will be widelv circulated to scienusts by means
of interactive media.

To fulfil the specific needs relative to the video cameras
in the small stauons, an Image Processing Centre will
be established: this centre will work closely with the
scientfic laboratories involved. Computing techniques
for digital elevation modeis will be used

Since the expenments are often conducted within the
framework of national and international cooperation on
a large scale, the raw or processed data will have to be
dispatched to a great number of laboratories: this will
be done by generalizing distribution of information on
CDs and wia high transmussion  rate computer
networks.

To provide efficient access to the dat. it will be
archived in two stages. The first level of archiving will
be a medium term storage of the dawa (0 enable
expenimenters to have access to thewr raw or pre-
processed information (Project data base). The second
level of archiving will be done with a long term goal of
ensuning the integrity and durability of the data (as an
inhentance) and of making this daw available to the
entre natonal and internatonal scienufic commuty.
Figure 5 shows the general organizauon of processing
to be done by the centre.

The hardware architecture of the Processing Centre will
be organized around a dedicated computer of the SUN
type (Spark 10 modei 402 with bi-processor. under
SOLARIS 2.3) and will rely on the mult-mission
faciliies at the Toulouse Space Centre: The different
centralized services of the CNES Computing Centre to
be used are!

-the File Transfer and Archiving Service or STAF
(Service de Transfert et d’dArchivage de Fichiers) for
archuving data and orgamizing the project data base.

-the Media Exchange Service or SEM (Service
d'Echange de Media) for circulauon of data on CD
ROM.

- the graphucs workshop which will produce the colour
and black and white images (quick-looks),

-the Space Daia Management Service or S.GDS.
(Service de Gestion des Donnees Spatiales) for long
term archiving and preservation of thus data.

The volume of data to be processed depend on the
mission phases. during the transfer phase, a few
Moctets will be received during each communications
session, on the other hand, dunng orbital phases, the
volume of data could be as hugh as 30 Mbytes per day.
Since pre-scientific processing will only be done for a
few expeniments, the volume of output data will only be
slightly higher than the input data. Archiving of all of
this data. raw or processed. should amount to an overall
volume of 50 Gbyzes for the mussion.
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The navigation centre

Plans for the Mars 94 ground segment. include the
development of an interplanetary navigauon centre or
C.N.L (Centre de Navigation Interplanetaire ) whose
role will be

-to handle the rmussion’s analvucal work
(minimuzation of masses, optimization of
visibilities),

- lo participate in navigation and locauon operauons
for the probe and the stations jettisoned onto the
Maruan surface,

- to provide support to the French scientific community
in the field of space mechanics.

- to compute and provide all of the parameters (atutute.
navigation, dating) necessary for the scienufic
processing, the image processing and the operauons
done within the CMSF fram&work.

However the centre envisaged will be developed within

a multi-mission perspective (thus system will be used

for the CLEMENTINE project).

Location process

CNES personnel have developed a Kalman filter by
upgrading the initial version used for the Phobos
optical navigation. This software. named FILON
(Filtering for Location and Navigation) is a multi-
purpose software package for locating objects on the
surface of a planet by means of relauve measurements
taken by a spacecraft. It i1s currently being used for
Mars 94/96, for the VAP project (the French rover
studies), for the TAOS and S80T projects (mum carth
satellite for location of mobile targets). In the current
version the state vector has up to 20 components. 6 for
the mobile, 7 for the spacecraft and others for bias,
dnift, ionosphere and error measurements. In the case of
the Mars 94 project, the only measurements which are
processed by the software are relative measurements.
for instance, | way Doppler measurements from the
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landers to the spacecraft. More precisely, no ground
based measurements are currently being processed.
Consequently, the imital state vector for the spacecraft
is computed by the Russian balistic centres (IPM,
TSOUP).

The location process for the small stauons and
penetrators will involve different partners in different
countries:

. Russia:

Ballisuc Centres: TSOUP, [PM. Babakine. Flight
Control Centre (Evpatona).

IKI (Institute for Cosmic Research): which will receive
the telemetry relayed by M94.

. France: CNES Toulouse.

It has been decided that all information concerning the
Spacecraft state vector will be sent via the SPICE