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Abstract

The roll-up process of vortex wakes generated by wings (with a straight trailing edge) is computed, with the aid
of twa and thiree-dimensional vortex-in-cell methods. Results and computational effort of the two approaches are
compared, and the accuracy of traditional assumptions made to allow the solution of the preblem in the two-

dimensional domain is investigated. _
Keywords: Wing Vortex Roll-Up, Vortex-in-Cell Method

Introduction

The computation of wing-roll-up is of importance in several aircraft analysis problems, like
canard-wing interference, induced downwash determination, and the interference suffered by an
aircraft taking off shortly after another. Early attempts to solve the problem separated the wake in
portions near and far from the wing, and adopted different simplifying assumptions for each region
(Spreiter and Sacks, 1951). A widely studied two-dimensional model solves the problem in the Trefftz
plane, using point vortices. This model, although simple, provides good insight into the wake roll-up
dynamics. The inclusion of 3-d effects is essential when two or more lifting surfaces interact, or the
influence of the wake shape in the wing circulation is nmportam Three-dimensional computations have
largely used singularity and panel methods to represent wings and wakes. Sarpkaya (1989) and
Hoeijmakers (1983) present a thorough review of 2-d and 3-d vortex methads applied to problems in
fluid dynamics.

The vortex-in-cell methodology can improve the computational efficiency of 2-d and 3-d
vortex methods. Its advantages are greater when a large number of singularities is used, since it
reduces computational times and removes large scale instabilities. Therefore, vortex-in-cell methods
are especially suitable for computation of detailed wake shapes.

This study applies 2-d and 3-d wake roll-up methods based in the vortex-in-cell approac: to
several wing geometries, in order to investigate some aspects of wing wake dynamics~These include
the simplifying assumptions made in 2-d models; downwash distribution, and wing aspect-ratio effect.

Basic Equations and Numerical Method

Consider a wing in steady, low-subsonic flow. A ¢oordinate system is attached toit, with the
X axis aligned with the undisturbed flow velocity, U, y placed along the span and z pointing upward.
Lengths are made non-dimensional relative to the semi-span s,-and velocities are relative to U, Fora
thin 'wing at low angle of attack, the flow can be considered inviscid and incompressible, so that it
respects the incompressible potential equation. Since the problem is linear, a solution can be obtained
by the superposition of fundamental singular solutions, placed on the flow internal boundaries. The
solutions chosen here are vortex points in two dimensions, and straight vortex segments in three
dimensions.

As the wing generates Jift, it creates behind it a thin sheet of vorcity, which can be-modeled
as a surface of discontinuity in potential. In a further simplification, the sheet is represented by a set of
vortex lines that start at the trailing edge of the wing and proceed downstream towards infinity. The
vortex theorems of Helmholtz and Kelvin state that free vortex lines embedded in potential flow move
with the local velocity. This non-linear boundary condition ensures that the wing wake is‘not subjected
to forces, and produces rolled-up wake shapes.
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Three-Dimensional Formulation. The wing is represented by a network of vortex
segments, i.¢., a vortex lattice, The present method (Ribeiro, 1992; Ribeiro and Kroo, 1992) employs
vortex rings in order to easily conserve total circulation. The boundary condition of zero normal flow
is enforced at control points on the center of the wing vortex rings. Thewakcﬁlmnmme
be initially straight and aligned with the direction of U,.. The vortex-lattice solution for this starting
geometry provides the wing and wake circulation distributions, which are kept fixed throughout the
roll-up process. A sub-vortex technique creates additional vortices on the wake, filling the space
between the vortex lines that originate at vortex ring segments, This technique distributes better the
wake vorticity along the span, in preparation for the vortex-in-cell calculation. The wake vortex-
segments are created so that their extremities, or nodes, lie in x = const cross-flow planes. This is
solely a choice of construction of the wake, not a restriction of the method. The wake is cut-off at a
certain distance X o downstream of the wing.

After velocities are determined on the wake, a relaxation procedure changes the wake
geometry, aligning its segments with the local flow velocity. If u{ indicates the velocity at the
upsiream node of a wake segment, and ] its position, both at relaxation iteration n, the new position
of the segment's downstream node is given by

T,y =T HATY )
At = Ax/u 2

Ax is the x distance between the wake cross-flow planes that maintains the wake nodes always at the
same cross-flow planes. At each relaxation iteration, the vortex-in-cell method computes the velocities
u? induced by all the vortex segments on the wake nodes, and then all wake nodes are moved. The
process is repeated until the maximum node displacement is smaller than a specified convergence
factor.

The vortex-in-cell method solves the following vector Poisson equation:
2y = -0 ®

where y is the vector potential of the perturbation velocity field u, and is defined by u = Vxy |
Vorticity, @, is defined by ® = Vxu . The method has basically three phases. First, a Carlesian mesh
is superimposed over the wing and wake vortex network. The vorticity concentrated in the vortex
segments is then distributed to the grid, so as to produce a discreie representation ®;, of the singular
field, @ (X.y,2). The spreading of the vorticity in one segment is performed by applying a three-
dimensional spreading function on all of its points, That generates a line integral, which can be
approximated by Gauss-Legendre two-point quadratures. The spreading function is now applied to the
portion of vorticity allocated to each quadrature point. The spreading function is assembled through
the product of three one-dimensional functions. These are quadratic splines that span 3 grid-cell
lengths in ¢ach Cartesian direction, A quadrature point distributes vorticity to the closest 27 grid-cells,

The second phase is the solution of the second-order discrete versions of the three scalar
Poisson equations in (3). A Fast Poisson Solver, based on Fast Sine and Cosine Transforms, is used. A
fast convolution procedure is introduced in order to satisfy the boundary condition of vanishing
perturbations al infinity, The influence of a portion of the wake that extends beyond the computational
box (L.e., X > Xoyop) is taken into account by an artifice introduced in the convolution scheme. This
antifice effectively doubles the wake length in the x direction for calculation purposes, with negligible
increase in computational time. Velocities on grid points are computed from the solution @ by
second-order central finite-differences.

In the final phase, velocities at points of interest (wake segments nodes, in this case) are

interpolated from grid point values. The interpolation procedure uses the same quadratic splines of the
spreading scheme. The application of the vortex-in-cell method presents two basic advantages. The
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effect of the spreading/interpolation procedure is analogous to the introduction of a viscous core for
the vortex segments. The velocity singularity at the segment position is removed, and the effective
core has a radius of about 1.5 grid-cell lengths. The second advantage appears when detailed
ions of the wake are desired. The method has computational time of the order M log, M,
where M is the number of grid cells, while the interpolation and ing schemes have timesof the
order of the number of vortex segments, N. Therefore, the N* dependence of traditional vortex
methods is removed, and wakes with a large number of vortices can be computed much faster. fri
Two-Dimensional Formulation. The roll-up process of wing wakes can be simulated
approximately by disregarding the wing influence and the wake curvature in the'streamwise:
direction. Such hypotheses permit the representation of the discretized wake by straight, parallel
infinite vortices, which move under their induced velovities. These velocities have components only
in the yz plane and can be computed from a corresponding set of 2-d point vortices, in cross-flow’
planes of the wake. Although these simplifications are valid only at far distances downstream (i-e, at
the Trefftz plane), a first approximation of the wake shape can be -obtained by using the 2-d model as’
soon as the wake leaves the wing. In the 2-d limit, the x coordinate is identified with a pseudo-time
variable , so that Usct . When t is made non-dimensional relative to s/U_, one has simply x =1

T T

——Wing1

o ——Wing 2 ]
- ———Wing 3
% 050 1
L]
2
= o100} B

o.oogw 0.25 0.50 0.75 1.00
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Fig. 1 Bound circulation distribution for the computed wings
The 2-d computation starts with the 3-d wake at the wing trailing-edge cross-flow, which
provides the starting positions and the circulations for the 2-d point vortices. The wake roll-up method
in 2-d is a pseudo-time integration, and a simple Euler scheme is employed here. In analogy to the 3-d
relaxation scheme, the position of vortex i at time (n + 1)At is given by

n+l

n n
iy =1 + At u; 4

r denotes now the position of a point vortex on the yz plane. The velocities u; " are computed by a 2-d
version of the vortex-in-cell method described above, which solves the scalar Poisson cquation given

by

vy, = -o, (5)

Observe that only the x components of vector potential and vorticity are needed. In fact,
Wy is identified as the 2-d stream function in'this case.
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Results

Both wake roll-up methods were applied to three wings with decreasing aspect-ratio-and no
twist, all at 5° angle-of-attack. Wing 1 was rectangular and had aspect-ratio, AR, equal to 10. Wing 2
was also rectangular, and had AR = 5. Wing 3 was a delta wing with AR = 2. Figure 1 shows the
circulation distribution for the three wings. The lift coefficient for Wings 1,2 and 3 was 0.33, 0.28 and
0.18 respectively.

All 3-d wake roll-up computations used grid-cell lengths equal to 0.1 x 0.04 x 0.04 for the
vortex-in-cell method. The x-direction length of the wake segments, Ax, was equal to 0.1. All 2-d
computations used the same grid-cell sizes for the y and z directions, and a pseudo-time increment
(At) equal to 0.1, to maintain correspondence to the 3-d calculations. The wake length in the x
direction was 5 wing spans (X e = 10s). In the 3-d case, the convergence factor for the wake was
0.05% of s, Symmelry was not explored in the computations, so that the whole wing and wake were
modeled. The coordinate system origin was placed at the trailing edge of the root chord.

Wings 1 and 2 had 111 panels along the span, only one panel along the chord, and the wake

.was formed by 1000 vortex lines. Wing 3 had 102 panels along the span, 2 along the chord, and 919

vortices in the wake.
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Fig.7 Downwash distribution at the wing trailing edge for Wing 2

Observe in Fig. 2 that the wake shapes computed for Wing 1 by the 2-d and 3-d methods
were practically identical for all cross-flow planes shown, except for small downward shifts for the 3-d
wake, Figure 3 shows the position of the center of gravity of vorticity in the cross-flow planes. Notice
that the y position of the c.g. remained essentially constant for both computations, in agreement with
theoretical 2-d wake roll-up considerations (Spreiter and Sacks, 1951). The vertical position of the c.g.
of the 3-d wake departed markedly from the 2-d wake position as soon as the wakes left the wing
trailing edge. However, at a distance of about one span behind the wing, the downward shift had
essentially reached a constant value, The reason for this difference in wake displacement close to the
wing is illustrated in Figure 4, that shows downwash distributions at the wing trailing edge. The 3-d
values were in average 4 times those of the 2-d calculation. This shows that, for this high-aspect wing,
the decrease in downwash due to the removal of the wing effect is much larger than the increase due to
the addition of the upstream semi-infinite wake extension in the 2-d formulation.
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Fig. 8 Comparison of computed wake shapes for Wing 3
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Fig. 10 Downwash distribution at the wing trailing edge for Wing 3

Figures 5 to 10 show results for Wings 2 and 3. Notice the increasing degree of roll-up of the
wakes, due to the higher circulation of the wake vortices. The same observations concerning wake
shapes and vorticity c.g. position apply here. For Wing 2 (Fig. 7). the 3-d downwash values were still
larger than the 2-d ones, but the difference decreased. The discrepancy in downwash magnitude
decreased even further for Wing 3, but the distributions had differences in shape close to the wing root,

The last grid used by the 3-d vortex-in-cell method for Wing 3 had dimensions equal to 129
x 5 x 33, Wake convergence was reached after 203 relaxation iterations, The 3-d computation took
3.83 CPU hours in an IBM-RISC6000/340 workstation. In contrast, the 2-d computation used only 10
seconds.

- Conclusions and Comments

The wake shapes computed by the 2-d and 3-d approaches were surprisingly similar. The 3-d
‘wakes presented a downward shift due to the higher downwash in the proximity of the wing. However,

-_;_ushowedbythcmmpomm of the center of gravity of vorticity, the vertical shift remained

the same after about one span behind the trailing edge. The magnitude of this shift reached

-'ﬁ'mno,?tol 1% of the semi-span, where the higher values occurred for the wings with lower aspect
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ratio. On the other hand, the horizontal position of the c.g. could be considered constant for both
computations. Such small differences between the results of the two methods reaffirm the applicability
of the 2-d approach for these wings with straight trailing edges. The speed of the 2-d method largely
compensates for its inaccuracies, especially if one is interested in wake shapes at distances of more
than one semi-span behind the trailing edge. This suggests that a 2-d roll-up method that includes 3-d
effects, like the one by Nikolic et al. (1992), which takes into account the influence of the wing bound
vorticity, should provide very accurate results for such wings. Further studies should investigate the
case of wings with swept trailing edges.
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Abstract

There has been carried out a work consisting in the application of the Systém Theory and the Exergy Analysis
Method, including Thermoeconomic Techniques, to the industrial processes in the Basque Country (Spain). In
this analysis, the irreversibilities in each basic operation have been quantified and the energetic and exergetic
efficiencies have been evaluated. The exergetic costs have been also calculated for every energy and material
flow, as well as their corresponding economic costs, Besides, there is intended to value the effects on the
consumption of energy and materials when new technologies are introduced.

The basic aims of this study are, on the one hand, to develop a system of strategic planning in the field of
energetic technologies and, on the other hand, to define a strategy plan for equipments, processes, technologies
and areas (industrial, services and residential sectors), consuming energy and/or materials, referred to the Basque
Country as a framework. The above-mentioned study has been applied, as an example, to the green glass
manufacturing area

Keywords: Energetic Analysis, Thermoeconomic Analysis, Industrial Processes, Green Glass Manufacturing

Introduction

Efficiency on the use of energy is being constantly analysed, The depth of these studies is
certainly variable by always aiming to evaluate the specific consumptions in the different processes
and uses.

A few years ago, these analysis restricted their field to relate the useful energy at the ourput
of an equipment with the energy supplied to it, in order to show the possible improvements to increase
that quotient. Together with these studies, an idea is emerging and its development is becoming more
and more necessary: the quality of the energy and the differentation of the energetic flows, not only
because of its energetic content but also because of its exergetic content,

This other type of analysis, carried out from the view of the Second Principle of
Thermodynamics, intends to evaluate with a greater scientific rigour the efficiency in the use of
energy.

Objectives

Every year, since 1982, the Energy Department of the Basque Government picks up
information about the consumptions of energy and raw materials in the more representative industrial
areas, what affects in whole to 320 enterprises, 21 subsectors, 50 processes, 3,800 raw materials and
4,400 basic operations, involving 960 furnaces and 400 boilers. This informations, stored in suitable
data bases, is the starting point of the project whose main lines are next presented.

This project has a double objective:
* To develop a system of strategic planning in the field of energetic technologies; and

* To define a strategy plan for equipments, processes, technologies and sectors consuming
energy and/or raw materials, analysing the effects of introducing new systems and disposing, in

Presented at the Fifth Brazilian Thermal Sciences Meeting, Sao Paulo, SP December 7-9, 1994 Technical Editorship:
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short term, of an specific methodology to follow the actual levels evalution.
There has been necessary, in order to reach this double aim, to develop a software package
with a modular structure which allows 1o manage different tasks such as:

«  Simple updating of auxiliary files concerning raw materials, energies, equipments, and so on;

» Homogeneous and integrated evaluation of selected processes, in such a way that different
pointers can easily be obtained (i.c., mean efficiency of a basic operation, mean efficiency of a
process, etc.);

*  Quick estimation of the effect of innovation of equipments and processes on the consumptions
of raw materials and energy as well as on the different efficiencies; and

* Inclusion of a system of graphic support consisting on tables and drawing which aid to
systematize the results,

Methodology

There has been calculated, for each one of the 320 plants being analysed, the values of the
energetic and exergetic efficiencies and the exergy destruction in every basic operation, as well as the
energetic, exergetic and economic costs of the different flows, So, we have followed these steps:

Definition of the Logical Structure of the Plant. The structure of an industrial plant is
shown as a series of blocks, each one representing a basic operation involving éxchange flows of
materials and energies and whose aim s the transformation of some functional products (Fuels) into
others with a higher added-value (Products).

The relation between flows and basic operations is established through the incidence matrix,
Af(n.m), The elements of such matrix, a;, come 10 +1 if flow j enters the basic operation i, to -1 if it
leaves and to 0 if no physical relation exists between them,

Calculation of the Energy and Exergy of Each Flow. Starting from the data supplied by
the inquests fulfilled every year for each plant, it is possible to get the values of the physical and
chemical enthalpies, as well as the physical and chemical exergies of the different flows. The
calculations are carried out according to the method of Szargut (1986).

Mass, energy and exergy balances. These balances consist on the establishment and the
solving of the next system of matrix equations:

AxM=0 (n
AXE=0 P
AxB=D )]

where M, E and B are the column-vectors (dimension mx1) whose elements correspond to the mass,
respectively, to the mass, energy and exergy of the different flows, and D is the column vector
{dimension nx1) representing the exergy destructions.

The matrix Eqs. (1) and (2) are the basis of the method of traditional analysis. However, Eq.
(3} allows the calculation of the diagnostic vector D, that is. the exergy destruction in each basic
operation as a result of the irreversibilities.

Definition of Fuel-Product-Loss, Any industrial plant can be considered as a series of
subsystems mutually related through mass, energy and exergy flows, aiming to reach a determined
productive objective. Applying this functional analysis to cach basic operation belonging to a given
process, we define the fuel (F), products (P) and losses (L) through the equation

F-P=L+D=1 (4)
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where D is already known and 1 represenis the total irreversibilities.
Starting with the definition of F, P and L, the matrices Af, Ap and A (dimension n X m) are
built. what allows the determination of the fuel and product exergies for ¢ach basic operation.
Calculation of Efficiencies. Next step is o proceed to estimate the values of the energetic
efficiencies (conventional values) and the exergetic efficiencies for each basic operation. So, we have
referred to the operation
P I

} 1
Wi = —=mm = (5}
b g F,

I i
If Fy means the total fuel used in the plant, and Py refers the whole product, the efficiency of
the plant will be

Npe — = I—— (6)

Exergetic Costs of the Flows. The energy of any flow does not depend on the process
followed to obtain that flow. but the exergy varies according with the process particularly followed.
The exergy amount necessary 1o generate a determined flow is just its exergetic cost, B*,

For each basic operation in an industrial plant. the following balance of exergetic costs is
satisfied:

|
iﬂf - 28 ]
i i

where ¢ and s represent, respectively. the number of input and output flows, So, for the whole process
(n basic operations) the pext matrix equation comes truc

AxB*=0 (8)

Taking into account that the number of unknown quantities (m) is greater than that.os the.
basic operations (n), m-n additional equations are required. Valero (1986) shows that these 1
are obtained through the establishment of a series of proposals. Once the matrix B* is known, the
exergetic costs of the fuels (F*) and products (P*) are inmediatly found, since

F"=A,—.¥B' f9)
P*=ApxB* (10)

Technological innovations and operational improvements. One of the objectives of this
study is o evaluate the savings in materials and energies which are reached either when introducing
improvements in the equipments involved in any basic operation or when incorporaung technological
innovations.

Thermoeconomics states that there is no equivalence between different basic operations
irreversibilities. This means that. for a given operation, the greater the exergetic cost of the fuel is, the
greater the repercussion on the fuel consumption are,

Thermoeconomics shows that when a basic operation i is modified so thal its efficiency
improves, the corresponding fuel saving (A} can be evaluated through the expression
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A=Ky P— (11)

where K is the exergetic cost of the fuel for that basic operation, P; is the corresponding product,
and An, represents the variation of the exergetic efficiency. The abovee expression is only valid when
Ay mﬂmmﬁhmymodiﬁcaﬁmmthcwﬂofbasicopuﬁmnfﬂmmpmmmﬂw
exergetic relations concerning possible recirculations.
For each industrial process there has been defined:
= The minimum exergy, that is, the exergy of the product;
+ The ideal similar process. These ideal processes are established for the different physical-
chemical transformations. In such processes all the lost energies are recoverable and there is no
exergy destruction in the equipments;
*+  The theoretical technical process. The minimum exergy loss and destruction are viewed both in
the process and the equipments; and
*  The reference process. It corresponds 10 the equivalent industrial process performed with the
highest e¢fficiency among all those from which there is information in the different countries.
Economic Costs of the Flows. We have associated to each flow-of an industrial process its
economic cost, which represents the number of monetary units per second that are required to produce
that flow. This value will be the result of two contributions, one of them coming from the monetary cost
of the input exergy in the plant (fuel, electricity and materials) and the order one including the paying-
off costs and the maintenance costs.

The economic balance for a whole process can be stated as the following matrix equation

(AxT)+2=0 (12)

where A is the incidence matrix (already referred), IT is the matrix containing the economic costs of
each flow, and Z represents the economic matrix concerning the paying-off an maintenance costs.

Application to the Glass Industry

Next we represent the results we got through the application of the above methodology to the
glass industry, specifically to the green glass area.

Raw Materials and Productions. According with the available information corresponding
to 1992, the amounts of raw materials consumed and green glass produced for that year are shown in
the following table.

Table 1
Raw Material t kg/prod.t
Green sand 34,908 483.2
Felspar sand 7,048 97.5
NaOH 21,915 3034
Sulphates 794 110
Dolomite 7211 99.8
Gree glass fragments 9,685 1341
Glass fragments 6,779 93.8
Recycled glass 7,200 997
Total 95,538 13225

Production 72,239
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Flow Diagram. Eight basic operations have been considered in the production process as
well as a whole of forty flows. Therefore, an incidence matrix of dimension 8 x 40. Figure 1 represents
the flow diagram. There have supposed that main flow conditions at the output of each basic operation
are the one corresponding to the input to next operation. Eight residuary heat flows have also been

included (one for each basic operation).

we Glass J: Fuel | Air Fuel | AF
22 weigning - Mixing o] for Foaden]
we¥ Yo ¥ X
N
N oy R e N e
e O

Fig. 1

Melting Model. A series of chemical reactions occur during melting in which different kind
of silicates are formed. When producing these silicates, the solution of siliceous acid in excess begins
as well as the mutual solution of the different silicates until the whole melting is reached.

The main chemical reactions which typify the melting operation in our reference process are

the following:

A.1203 +* Si02 —* A!ISiOs

Fc303 e 23101 - 2FCS].03 + !/502

K]O " o Si02 - Kzsi03

Ca0 + Si0; —» CaSiO;

INaOH + S$i0; — NaSiO; + HyO

BaSO, + §i0; —» BaSiO; + SO, + %0,

Na,80, + 5i0, — Na,Si0; + SO, + 40,

CaCO; + MgCO; + 25i0; — CaSiO; + MgSiO; +2C0,

(13)

Thermodynamic Data. The values of the formation enthalpy are obtained from Perry
(1992). With regard to the standard chemical exergy either we have referred to the values furnished by
Szargut (1986) or we have directly proceeded to calculations when missing.

Mass, Energy and Exergy Balances. Table 2 shows the mass, energy and exergy of the

different flows belonging to the reference process.

Table 2

Flow Mass (1) Energy (GJ) Energy (GI)
Raw materials (W) 78,651 16,102 45514
Bottle gl. frag. (w) 9,685 4,146 2,934
Recycled glass (w) 7,200 3,082 2,178
Electricity negligible negligible
Electricity negligible negligible
Fuel (meiting) 625 33,225 31,076
Air (melt.) 13,094 0 0
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Flow Mass (t) Energy (GJ) Energy (GJ)
Gases {melt) 22,166 11,918 4,792
Glass frag. (melt) 7,650 3,365 2,391
Fuel (cond.) 8 933 873
Air {cond.) 377 0 0
Gases (cond.) 395 212 85
Glassfrag. (cond.)  negligible negligible negligible
Electricity 54,929 54,929
Glass frag. (form) negligible negligible negligible
Fuel {anneal) 28 1,452 1,358
Air (ann.) 586 0 0
r Gases (ann.) 614 330 133
: Glass frag. (ann.) negligible ~ negligible negligible
j Glass frag. (g.c.) 7,200 3,082 2,183
| Fuel (retrac.) - 197 184
i Alr (retrac) 63 0 0
: Plastic (retrac.) negligible negligible negligible
£ Gases (retrac,) 86 3% 14
i GREEN GLASS 72,239 30,918 21,897
| Output-1 (weig) 95,536 23,330 50,626
Output-2 (mix) 95,536 24233 50,626
_ Output-3 (melt.) 79,439 34,929 24,831
f Output-4 (cond ) 79,439 34,929 24,831
Output-5 (form.) 78,439 34,040 24,005
Output-8 (ann.) 79,439 34,000 24,080
| Output-7 (g.c) 72,239 30918 21,807
] Heat Loss-3 7.245 5,992
' Heat Loss-4 721 585
| Heat Loss-5 55,818 34,282
Heat Loss-6 1,162 866
Heat Loss-8 161 negligible
:| Table 3 indicates the exergy destructions in each basic operation.
: Table 3
! Basic Operation Exergy Destruction {GJ)
'-’ Weighing 0
Mixing o
Melting 43,696
| Conditioning 203
| Forming 19,742
: Annealing 374
Quality Control 0

Retracting 170




Exergetic and Thermoeconomic Analysis of industrial Processes in the Basque Country (SPAIN) 373

Energetic and Exergetic Efficiencies. Once the functional analysis has been performed and
the Fuels and Products have been defined for each basic operation, the efficiencies can be calculated.
Table 4 shows these values.

Table 4

Basic Operation N L
Weighing 1 1
Mixing 1 1
Melting 0,723 0,341
Conditioning 0,993 0,991
Forming 0,382 0,305
Annealing 0,987 0,983
Quality Control 1 1
Retracting 0,995 0,893

As a consequence of the starting hypothesis, the operations of Weighing, Mixing and Quality
Control turn to reach unitary efficiencies.

The lesser efficiency operations are Forming and Melting , Concerning the operation of
Forming, that is due to the fact that in such an action the consumption of electricity coincides with the
destruction of exergy, since all the electric power becomes lost heat, whose exergy is a part of the total
losses, L. On the other hand, the low melting operation exergetic efficiency is a consequence of the
important irreversibilities inherent to both the combustion and silicate formation reactions and,
besides, to the heat transfer processes.

Exergetic Costs. By using the eight equations, resulted from the application of exergetic
cost balance to each operation, and the additional thirty two relations, obtained through an exergetic
cost assignment method based on Thermoeconomics, we can calculate the exergetic cost of each flow,
as well as their unitary costs (see Table 5).

Table 5
Flow Exergetic Cost (GJ)  Unit. Exergetic Cost {’%3?0;;: :’?955)
Raw materials 41,312 1 538.9
Bottle frag. gl. 15,653 5.908 107.4
Electricity (w) ~0 ~1 ~0
Elect. (mix) ~0 ~1 ~0
Fuel (meiting) 22,301 1 106,8
Fuel (cond.) 203 1 1.1
Elect. (form) 49,436 1 1314
Fuel (ann.) 360 1 18
Fuel (retr.) 170 1 07
Plastic ~0 ~0 ~0
Output (weigh) 56,965 1.2954 646.3
Output (mix) 56,965 1.2954 646.3
Output (melt.) 79,266 3.5105 753.1
Output (cond.) 79,469 3.5195 754.2
Output (form.) 128,905 5.8832 885.6
Output (ann.) 129,265 59034 887.4
Output {q.c.) 129,265 5.9034 887.4

Output (retr.) 129,435 5.91 888.1
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Table 5 makes clear that as we go ahead through the process, unitary exergetic cost becomes
greater, since exergetic contribution to produce a determined flow is all the greater because the flow is
more ahead in the process flow diagram.

So, as an example, the exergetic cost of the scrap glass in melting is about 4.54, whereas the
exergetic cost of the scrap glass in the quality control turns to be 7.05. The unitary exergetic cost of the
green glass (final product) is about 7.06, this is, to produce 1 kJ of exergy there has been necessary to
use 7.06 kJ along the process.

Saving Measures and Technological Innovation. There has been also evaluated the effect
on the Fuel consumption (energy and raw materials) derived from both the application of saving
measures and technological innovations. Table 6 picks up the results obtained when improvements in
basic operations lead to increases of the global exergetic efficiency of 3%, 5% and 9%.

Table 6
Basic Operation ~ K; KpPi(Gl) A, =3% Any =5% Any, =9%
Weighing 1 82530,3 - . -
Mixing 1 82645,6 - - -
Melting 3 41105.2 101716 16075,3 28450,1
Conditioning 1,03 108753,0 2851,8 - -
Forming 3,31 50140.4 151480 23848.8 418131
Annealing 1,06 1598912 5661,7 - -
Quality Control 1 170004,8 - - -
Retracting 1,01 1532789 - . "

As it can be easily observed, for a given :mmnfmcprommagcﬁceﬂimm the best
result is reached when the improvement occurs in the operations of Melting, Annealing and
Conditioning (in this order).

Flows Economic Costs. Economic cost of each flow has been estimated, just taking into
account the monetary costs of the fuels, raw materials and electricity. This calculation has been
performed in such a way since we have not been able 1o get any information on the money costs,
maintepance costs and so on. Last column on Table § presents the values into 1992 pesetas.

Conclusions

There has been developed a useful implement for technological evaluation, making feasible
different technological improvement in equipment, basic operations and processes possibilities
assessment. We are in front of a system, open and integrated, which allows us to plan and establish
global strategies in the field of the technological development.

Suchasymm:sbuedon&wusaofth:&ymi‘hmmdmcimorpondonofbnrhm
Exergetic Analysis Method and the Thermoeconomics, what leads fo the determination, of
efficiencies in basic operations as well as the estimation of exergetic and economic costs of the
different flows taking part in each production process.

As an example, we have offered the results obtained when applying the above-explained
methodology to the green glass industrial area. This application more outstanding points are:

» Greatest exergy destructions eccur in melting operation (93,696 GJ) and Forming operation

(21,062 GJ).

= Main flow unitary exergetic costs gradually increase in following basic operations (from a
value of 1.83 in the first operation up to a value of 7.06 in last operation); and

»  Green glass economic cost (without considering money and maintenance costs) goes up to 14.5
ps/kg (about 0.11 U.S. $/kg).
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the basic directives concerning energetie infiovation, raw materials and environment.
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Abstract

The first attempt to apply a previously developed computer program to simulate a pressurized fluidized-bed
gasifier for wood is described. The experimental tests were reparted by the Institute of Gas Technology (U.8.A.),
which developed the process and the equipment. Among the overall and internal characteristics of the equipment
operation obtained by simulation, the paper illustrates various aspects of temperature, composition, particle size
distribution profiles throughout the bed and freeboard. The average deviations between these values are
relatively small and allow the use of the program to call attention over possible improvements in the process.
Keywords:Fluidized-Bed Raactors , Biomass, Pressurized Gasification

Introduction

An increasing pressure toward the rational and environment minded use of biomass reserves
for power generation has increased all over the world. Woed, forest and agriculture residues are the
primary target for this utilization. In the particular case of Brazil, this application is even more pressing
due to the exhaustion of the sources for hydroelectric generation.

High injection temperature and high efficiency gas turbine systems are the most attractive
processes for that application. At the same time, the pressurized Fluidized-bed process is the most
suitable process for the gas generation. Among other aspects, this is mainly due to its superior degree
of controllability, lower rates of pollutant emissions (NO, and Tar), high turn-down ratios, when
compared to other processes. '

Due to great amount of variables and parameters to be optimized for each specific
application, the use of comprehensive simulation programs is a necessity.

The present mathematical model and simulation for Fluidized-Bed reactors were previously
developed (de Souza-Santos, 1987, 1991) having in the mind that application. Although the program
reproduced, within small deviations, data obtained from operations of boilers using bituminous and
sub bituminous coals, no test was made for pressurized biomass gasification,

Due to the necessity of our work at IGT, the simulation program was improved, and greatly
rewritten, to be able of simulating the RENUGAS pilot unit. The final objective was to use the
program for process optimization and to help during the scaling-up to large industrial size units.

The Mathematical Model

The basic hypothesis and equation of the model can be found in de Souza-Santos (1987,
1981). The computer program has been improved to allow the application to carbonaceous and other
particles with geometry other than spherical or near-spherical (de Souza-Santos, 1992).

As a first approximation, the production of hydrocarbons other than CH,4 and C,Hg were
taken from the Tar fraction in the devolatilization process. Although these components do not
represent a major part of the produced gas, some more work is needed here to improve the evaluation
of their contribution.

The IGT Pilot Unit and Experimental Tests

The basic characteristics and input conditions for test T12-1 are presented in Evans et al.
(1986) and reproduced here under the form required by the simulation program,

Presented at the Fifth Brazillan Thermal Sciences Mesting, Sao Paulo, SP December 7-9, 1994 Technical Editorship:
ENCIT Editorial Committee
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Table 1 Proximate analysis of the wood feeding

Fraction of the carbonaceous solid Mass percentage (wet basis)
Moisture 4.94
Volatile 79.39
Fixed carbon 14,90
Ash 0.77
High Heat Value (Dry) 19.14 MJ/Kg

Table 2 Ultimate analysis of the wood feeding

Component of the carbonaceous solid Mass fraction (dry basis)
Cc 0.4840
H 0.0631
O 0.4423
N 0.0021
S 0.0003
Ash 0.0082

Table 3 Other characteristics of the wood feeding

Property Value
Bulk density of the carbonaceous solid 160 kg/m®
Apparent density of the carbonaceous
solid particle 720 kg/m?
True density of the carbonaceous solid 1750 kg/m?

Sand was used during the test to control the temperature and 130 kg was fed just once,
Therefore, it is a batch operation regarding this solid. Its particle density was 3560 kg/m’.

Table 4 Other conditions during test T12-1

Condition Value
Mass flow of carbonaceous feeding 8.113E-2 kgfs
?:;?& ﬂr?;: rofthm b?ﬂzo:n steam mixture in- 4.033E-2 kg/s
Temperature of the O, + steam
injected near bottom
Composition of the O2 + steam injected
near the bottom

Component Mass fraction (wet basis)
0, 0,5102
H,0 0,4898
Mass flow of steam injected just below 2 946E-2 kg/s
the O, + steam injection point
Temperature of the steam 672K
Mass flow of nitrogen injected (a) 4 379E-2 kgls
Pressure of gases injected into the bed 217E+6 Pa

(a): Nitrogen was used for sealing and, as a simplification, it has been assumed that all
injection entered the bed at 0.381 m from the bed base.
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Results

M. L. de S. Sanios

The experimental and simulation results are-presented in the Tables 6 and 7. More properties

of the produced gas are presented in Table 8.

Tabie 5 Basic geometry of the gasification unit

Dimension or condition Valug
Bed equivalent hydraulic diameter 0,292 m
Bed dynamic height 1,585 m
Freeboard equivalent hydraulic diameter 0451 m
Position of thhe top of the freeboard 8.147 m
(measured from he bed base) '
Pasition of the carbonaceous solid feed- 0,381 m

ing point (measured from the bed base)

Table 6 Composition (vol. %) of the produced gas from test T12-1

Components Experimental Simulation
CO, 17,08 17,01
H,0 35,82 3591
co 8,00 6,88
H, 12,05 14,58
CH, 7,37 5,68
N, 19,18 19,37
H,S nd. 0,53E-6
CaH, 0,03 0,03
CoHg 0,22 0,20
CaHg 0,00 0,42E-2
CgHg 0.27 0,11
S0, nd. 0,55€-2
NO n.d. 0,99E-7

n.d.: not determined or measured.

Table 7 Some conditions and parameters for test T12-1

i Value

Condition or parameter i -
Total mass flow of produced gas 0,1843 kag/s 0.1837 kg/s
Mass flow of solid entrained at the top of freeboard 0,210E-4 kg/s 0.487E-3 Kg/S
Fluidization voidage (at the middle of the bed) nd. 0,886
Minimum fluidization velocity nd. 0,032 mis
Superficial gas velocity (at the middie of the bed) 0,52 m/s 051 mis
Average temperature at the middle of the bed 1105 K 1136 K
Circulation rate of carbonaceous particles (average) n.d. 32.6 kg/m2/s
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Table 7 Some conditions and parameters for test T12-1 (continued)

Circulation rate of inert particles (average) n.d. 325.0 kg/m2/s
Average residence time of particles (based on the feeding rate) nd 1175s
TDH (Transport Disengaging High) n.d. 5677 m
Mass of the bed nd. 95.3 kg
Stratic bed depth n.d. 0.834m
Pressure drop in the distributor n.d. 12 Pa
Pressure drop in the bed n.d. 6278 Pa
External wall temperature at the top of the bed n.d. 360K
External wall temperature at the top of the freeboard nd. 372K
Percent of power input lost to external ambient nd 1.78%
Carbon conversion to gas 90.2 % 86,57 %

Combustion enthalpy of the produced gas (dry, clean, at 298K) 7.311 MJ/kg (a) 6.815 MJ/kg(b)

n.d.: not determined or measured or reported; (a) Calculated from the reported gas composition; (b)
Carried with the produced gas stream.

Table 8 Some specific data, obtained by simulation, of the produced gas stream for test T12-1

Property or Condition Value
Temperature 1089 K
Pressure (absolute) 2,164 MPa
Specific Heat 1884,2 Jikg/K
Density 5.449 kg/im®
Viscosity 0,404E-4 kg/m/s
Thermal Conductivity 0,1104 Wim/K
Average Molecular Mass 22,74 kg/kmol
Density at standard condition (a) 1,017 kg/m®
Volume flow 0,0337 m¥s
}ﬁ;lume flow at standard condition 0,1805 m%/s
Adiabatic Flsme Temperature in air 1453 K
(mixture originally at 208K}

Adiabatic Flame Temperature in O, 2212 K
{mixture originally at 298 K)

(a): 273.15 K, 101,325 kPa.

Discussion

The temperature profiles of the various phases in the bed and in the freeboard are presented
in figs. 1 and 2, It should be noticed that the intermediate injection of cold (298 K) nitrogen provokes a
sudden decrease in the bubble phase temperature. After that, the temperatures of all phases tend 1o a
single value.
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Fig.5 Concentration profiles of NHs and Tar in the emulsion

The most important concentration profiles of gases in the emulsion are presented in Figs, 3
1o 5. The relative sudden decrease of Co, (Fig, 3) is mainly due to the intermediate injection of inert
gas. Of course, no sealing gas will be used in the industrial size unit.

The decrease of H,0, shown in Fig. 4, is due to the combined effects of intermediate
injection of gas, devolatilization (wood feeding is made at 0.3 m) and the consumption by C-H,0
reaction. Due to the relative high temperature of the bed, the fast devolatilization occurs near the wood
feeding point, as shown in Fig. 5. Although the simulation shows that no tar can survive the cracking
process - that takes place near the wood feeding point - during the experiments, some suspénded liquid
oil was observed in the gas stream leaving the freeboard. This may be caused by some degree of
segregation of the lighter biomass particles from the average particles in the bed. The floating wood
suffers devolatilization near the top of the bed. Therefore part of the released tar does not have
sufficient residence time to be completely cracked.

Just as an illustration, the profiles of some gases in the bubble phase are presented in Fig. 6.
The mass transfer between bubble and emulsion phases is exemplified by the CO Concentration
profiles in those phases, as illustrated by Figs. 3 and 6. The expected much slower consumption of 02
in the bubble phase than in the emulsion can be observed. Therefore, it is necessary to provide enorgh
space for complete transfer of oxygen from the bubbles to the emulsion. Added to that space, an extra
bed height should be reserved to allow proper progress of the reducing reactions. The progress can be
followed using the simulation which provides the profiles of the various gas components or by plotting
the computed reaction rates, Of course, at the top of the freeboard, the compositions tend to those
obtainable at the chemical equilibrium state at the exit temperature. On the other hand, the gas may
leave the reactor before the equilibrium of all reactions is reached. The simulation can be used to verify
these aspects.

The intermediate injection of gas led to the sudden increase on the superficial velocity and

on the total void fraction, as shown in Fig. 7. Also, this leads to the sudden increases on the rates of
particle circulations in the bed (Fig. 8).

Fig. 6 Concentration profiles of CO3, CO and O3 in the bubble phase




Fig. 7 Profile of void fractions and superficial velocities
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Conclusions

As it could be verified, the simulation reproduced most of the important -aspeets of the
experimental conditions within 5% deviations, specially for the total carbon conversion, produced gas
composition, mass flow, and temperature.

Only a comprehensive simulation IS- capable of providing information on internal aspects of
the process, for it can compute the average and individual phase composition and temperature profiles,

Additional work could be done regarding the stoichiometry of the tar decomposition to allow
better predictions of some hydrocarbon productions. Also, some study should be carried on the rate of
fine generation due to attrition of charcoal particles. This could improve the results of particle
elutriation rates at the top of the freeboard.

Aside the underestimation of the elutriation rate, the simulation shows that some material
should be continuously (or at intervals) withdrawn from the bed. Otherwise, the bed height would
increase steadily. This may not constitute a problem for relatively short operation periods.

Despite these differences, the simulation is already useful to illustrate several aspects of the
process and to indicate the path for improvements. For instance, the amount of injected steam, which
caused relatively high concentrations of water in the produced gas, can be decreased. These excessive
amounts were used to avoid temperatures above the ash softening poeint at the oxygen injection, which
could lead to particle agglutination and bed collapsing due to Joss of minimum fluidization conditions.
A possible method to solve the problem could employ staged injections of oxvgen. As the simulation
computes the temperature of each solid and gas phase at all points of the systein, the injection positions
and conditions can be studied to avoid agglutinations. Once the objective is defined, the program can
be used to find the best strategy, as well as to help during the search for an optimized design of an
industrial size unit,

Acknowledgments

The author would like to express his gratitude to the colleagues Ronald Carty, Richard
Knight, and Michael Onischak, for the information provided and interesting discussions during the
work at IGT,

References

Evans, R.J., Knight, R.A., Onischak, M. and Babu, 8.P., April 6-10, 1986, "Process and Environmental Assessment
of the RENUGAS Process”, Symposium on Energy from Biomass and Wastes X, Sponsored by Institute of
Gas Technology, Washington, D.C., US.A.

de Souza-Santos, M.L., 1987, Modehngaud Simulation of Fluidized-Bed Boilers and Gasifiers for Carbonaceous
Solids,” Ph.D. 'I‘hcms University of Sheffield, Sheffield, United Kingdom.

de Souza-Santos, M.L., I989 "Comprehensive Modelling and Simulation of Fluidized Bed Boilers and Gasifiers."
Fuel, Vol. 68, pp. 1507-1 521.

de Souza-Santos, M.L., November 17-20, 1992, "Application of Comprehensive Simulation to Pressurized
Fluidized-Bed Hydroretorting of Shale,” 1992 Eastern Oil Shale Symposium, Lexington, Kentucky.



RBCM - J. of the Braz. Soc. Mechanical Sciences ISSN 0100-7386
Vol XVI -n°4 - 1994 - pp. 384-392 Printed in Brazil

Escoamento Reativo em Desequilibrio
Quimico através de Bocais Convergente-
Divergente pelo Método das Caracteristicas

Nonequilibrium Reactive Flows Through Convergent-
Divergent Nozzle by the Method of Characteristics

José Eduardo Mautone Barros
Pedro Paglione
Universidade da Beira Interior - Portugal

Dordiane de Faria Alvim Filho
instituto Tecnolégico de Aeronautica - Brasil

Abstract

A computational program to evalute nonequilibrium reactive flows of combustion products through convergent-
divergent nozzle is developed. The basic assumptions are! two reactive systems [(Hy and F;) and H; and 05)]
and bidimensional flow. The results compare well to theorical and experimental data from the literature.
Keywords: Nonequilibrium Reactive Flows, Convergent-Divergent Nozzle, Method of Characteristics.

Resumo

Neste trabalho € apresentado um modelo para escoamento reativo em desequilibrio quimico através de bocais
convergente-divergente.0 método empregado para a solugdo numérica das equagdes € o método das
caracteristicas modificado para levar em conta os termos fontes resultantes da inclus@io das reagdes quimicas
entre as espécies presentes. Consideraram-se dois sistemas reagentes Hy e F; & H; e Oy, admitindo-se a hipétese
bidimensional. Os resultados do programa computacional elaborado sdo comparados com outros trabalhos
leéricos e experimentais mosirando uma boa concordincia. Sdo apresentadas também comparagBes entre- o
presente modelo € outros mais restritivos em termos de hipéteses.

Palavras-chave: Escoamento Reativo, Bocais Convergente-Divergente, Método das Caracteristicas.

Introdugéo

Neste trabalho ¢ estudado o escoamento reativo em desequilibrio quimico através de bocais
convergente-divergente, visando coletar subsidios para um projeto 6timo destes bocais, os quais
podem ser componentes de motores a jato (turboreatores, turbofans, estatoreatores e mofores foguetes).

Procura-se aqui a implementagio de modelos de escoamentos reativos bidimensionais, com
a finalidade de prosseguir os trabalhos ja realizados sobre a.otimizago do contorno destes bocais para
aobtengiio do empuxo méximo, onde o escoamento foi considerado congelado, Paglione etal. (1988),
e onde o escoamento foi considerado em desequilibrio quimico unidimensional, Barros et al. (1990).

Utilizando-se as equagdes de conservagio de massa e de energia e a equagiio da quantidade
de movimento, estudou-se o comportamento dos produtos de combustdo dos reagentes (H; e Fy)
escoando através de um bocal, considerando-o, por hipétese, bidimensional. Compararam-se entfo os
resultados obtidos com outros semelhantes encontrados na literatura, com a finalidade de validagdo do
programa implementado. A seguir, analisou-se¢ o sistema dos reagentes (H; ¢ O5), comparando-se os
resultados com valores experimentais encontrados em Pavli et al. (1987), Smith et al. (1987), Kacynski
etal. (1987).

Formulacdao Matematica do Problema

Conforme apresentado por Zucrow et al. (1977), o sistema de equagdes que descreve o
escoamento reativo bidimensional em regime permanente é o seguinte:

Presented at the Fifth Brazifian Thermal Sciences Meeting, S8o Paulo, SP December 7-8, 1994 Technical Editorship:
ENCIT Editorial Commitiee
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onde u e v sdo as componentes de velocidade nas direqﬁes X ey, respectivamente, p ¢ a massa
especifica, C; ¢ a fragfio massica da espécie quimica i, p ¢ a pressdo estatica, x é a coordenada na
dire¢io paralela ao eixo do bocal, y € a coordenada radial do bocal, n é o nimero de espécies quimicas
envolvidas, A sfio as inclinagdes das linhas caracteristicas ¢ ( @ , +, -) indicam cada uma das trés linhas

caracteristicas existentes. Os demais termos sfo definidos abaixn:

i=1
v
M; = — = nimero de Mach “congelado™ (13)
a '
a‘[ = ‘er.t {14)
C
f
o o2 (15)
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n
T ™ Z Cicpi ;onde ¢ € o calor especifico do componente i (16)
i=1

R = ECiRi = constante do gés (17
i=1

onde R; € a constante do gés para a espécie i.

L 2 [reR;t - ('Yf" l)hi] o; (18)

i=1

t
b, = _fcpiduh;' (19)
1
onde h: ¢ a energia de formagfio da espécie i por unidade de massa.

O termo O; ¢ a fungdio fonte da espéeie i numa mistura de gases quimicamente reativa. Para
esta mistura de gases, onde ncorrem simultaneamente virias reagdes, a equagio geral da reagfio é:

i=1

>, A‘:f’z U A; =1,..m) (20)
i)

onde A, ¢ a espécie quimica i.
A partir da Eq. (20) e das leis de cinética quimica obtém-se a seguinte expressio:

C 0’ Rl
o, = m, Zaou kﬁn(p } J }H {ff_‘) . @ 1

j=1 i=1 i=1\My

onch%mKh sznasmmdasmmsdemqiodasaqua_gﬁesquimcasnomudodWEmvm .
méo ::mclt:r&wﬁe&;qufrmc:asdozm:t:amsiﬂ:mt;n:létu::o,m:1 ¢ o peso molecular da espécie i, V'; e |
v"; sio os coeficientes estequiométricos da espécie i na reaglo . I

Para a solugdo do sistema acima apresentado (1 a 5) utilizou-se o método das caracteristicas,
o qual possibilita substituir este por um conjunto de equagbes caracteristicas ( 6 ¢ 7) e de
compatibilidade (8 a 11).

Aspectos Numeéricos

O método das caracteristicas foi implementado usando técnicas de diferengas finitas. A fig, 1
mostra esquematicamente a malha usada para a determinagdio das propriedades em um novo ponto (4)
a partir de trés outros conhecidos (1, 2 € 3). A técnica consiste na determinagdio da posigiio deste ponto
através da intersecgdio da linha de Mach a esquerda (C+) com a linha de corrente (Co). A linha de
Mach a direita (C-) € entdo estendida para tras de modo a se localizar o ponto 5 entre 2 e 3, sendo que
as propriedades de escoamenta sdo calculadas por interpolagio linear. As propriedades de escoamento
do ponto 4 sdio obtidas pela integragiio das equagdes de compatibilidade ao longo da linha de corrente e
das duas linhas de Mach.

Ao longo das linhas de Mach (C+ e C-) o método de integragéo utilizado foi o preditor-
corretor (P(EC)"), conforme Zucrow et al. (1977), por serem as equacdes mais simples do ponto de
vista numeérico. Sobre a linha de corrente foi adotade o método de multivalores de GEAR (1971) que é
adequado 2 integragiio de equagdes tipo "stiff" encontradas no modelamento do mecanismo de reagdo
do problema.
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Como o método das caracteristicas aqui usado esté restrito ao escoamento supersonico, existe
a necessidade de uma linha de partida de propriedades conhecidas localizada apés a.linha-sonica do
bocal, Esta linha é de Mach e composigiio quimica constante e foi obtida através da série de Kliegel et
al. (1965).
L] | sy 1, 2 ¢ 3 Peates Iniciais
‘ 5 Poata Interpelads
4 Prate Solupis

l L
Fig. 1 Malha de diferengas finitas empregada

O programa de computador foi implementado num equipamento compativel com a linha
IBM-PC 386. A lingnagem de programag¢io empregada foi TURBO PASCAL 5.5. O tempo de
processamento neste equipamento varia conforme o bocal a ser calculado, mas para os casos aqui
documentados este € inferior a 10 horas.

Analise dos Resultados

O primeiro bocal € um bocal de divergente cénico com as seguintes caracteristicas: Posigio
da garganta: x = 0,06 m; Raio'da garganta: r, = 0,0127 m; Raio de curvatura da garganta circular: r,, =
0,0508 m; Angulo do convergente: 45°; Angulo do divergente cnico: 15°; Razio de expansao: 50:1.

Os reagentes sdo (H; e F,) injetados a 298,15 K, numa razéo de mistura por massa de
oxidante/combustivel igual a 12 ¢ a pressio na cdmara € de 6,895x10° Pa. As demais condigdes na
cdmara de combustiio foram calculadas com o programa termoquimico NASA-SP-273 (Gordon et al.,
1971). A composigio quimica na garganta foi obtida com o programa reativo unidimensional elaborado
por Barros et al. (1990). A Fig. 2 mostra as curvas de fragdo molar de alguns dos produtos de
combustiio, a Fig. 3 mostra o nimero de Mach "congelado" e a Fig, 4 mostra a temperatura ¢ a
velocidade, calculados para a parede e o eixo ao longo do bocal.
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Fig. 2 Fraglo molar dos produtos de combustio H e Hy para o sistema reativo. H; e F3 (Modelo 2D)
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Considerando F, H,, H ¢ F como produtos da combustio dos reagentes, o mecanismo de
reaglo utilizado nos cdlculos, proposto por Cherry, constante em Zucrow ¢ Hoffman (1977), é

;pmsmtado a seguir, juntamente com as expressdes para as constantes cinéticas (unidades em em, mol,
es)

2F+M — F+M Ke=1,10x10'8 15

2H+M +— Hy+M K¢=17,50x10'8 110

F+H+M +— HF+M Ke=750x10'"8 110

F,+H & F+HF K= 5,28x10'2 1% exp (-4000/t)
F+H, < H+HF K= 5,00x10" exp (-5700/1)
F;+Hy, +— 2HF K= 1,75x10" 1% exp(-199974)

onde, M ¢ um terceiro corpo participante das reagSes. Nos célculos aqui apresentados a fragiio méssica
de M ¢ admitida igual a 1,0, sendo o seu peso molectilar igual ao peso molecular médio da mistura, ou
seja, todas as moléculas presentes-foram consideradas como-possiveis terceiros corpos com iguais
eficiéncias, conforme recomendado por Montchilef (1963).
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As propriedades dindmicas de cada espécie quimica presente foram calculadas por meio de
regressdes polinomiais de quarta ordem dos dados publicados nas tabelas JANNAF (Gordon &
McBride 1971), e atualizadas conforme Chase et al. (1982).

Alguns dos resultados encontrados estdo mostrados nas Figs. 2 a 4 para escoamentos reativo,
em desequilibrio quimico, unidimensional (1D) ¢ bidimensional (a0 longo da parede e do eixo do
bocal). Estes resultados foram comparados com outros tedricos obtidos de Zucrow e Hoffman (1977),
para o0 mesmo bocal. As diferengas encontradas nos dois calculos, principalmente na parte final do
divergente, sfio devidas ds precisdes diferentes entre os métodos e dos algoritmos de construgio da
malha empregados. A precisdo deste trabalho (sexta ordem) € teoricamente superior a dos resultados
apresentados por Zucrow e Hoffman (1977) (segunda erdem). O choque no eixo detectado pelo
método aqui implementado, previsto tedrica ¢ experimentalmente, prova a melhor precisdo do presente
trabalho. Com isto o programa de computador elaborado foi considerado vélido frente a dados
tedricos. A seguir foi feita a validaglio do modelo em relagfio a resultados experimentais.

O segundo bocal calculado ¢ apresentado na Fig. 5. Os reagentes (H, e O,) sdo injetados a
285,6 K e 279,2 K, respectivamente, numa razio de misiura por massa de oxidante/combustivel igual a
3,84, sendo a pressdo na cimara de 24,82x10° Pa, As demais condigdes na cémara de combustéo foram
calculadas com o programa termoquimico NASA-SP-273, (Gordon ¢ McBride 1971). A Fig. 6 mostra
algumas curvas de fragfio molar dos produtos de combustdo ao longo do eixo e da parede do bocal. Na
Fig. 7 estdo tragadas as curvas de pressdio estética ao longo do bocal.

000 020 040 060 080 1.00 120 .40
X (m)

Fig. § Posigdo da garganta: x = 0,03435 m; Raio da garganta: rg 0,0172 m; Raio de curvatura da garganta
circular: ry = 0,0254 m; Angulo do convergente: 25%; Razio de expans&o: 1030:1
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Pressdo Estatica (Pa)
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Considerando H, Hj, H,0, O, O, e OH como produtos da combustiio dos reagentes, o
mecanismo de reaglio utilizado nos cédleulos & apresentado a seguir, juntamente com as expressdes para
as constantes cinéticas (unidades em cm, mol, K e's):

0+0H — H+0, K¢=4,50x10"* % exp (:30/)
H+OH +— H,+0 Kp=4,90x10% 28 exp (-1950/1)
H,+OH +— H+H0 Ky =6,30x10° *° exp (-1490/)
200 +— H,0+0 Kp=2,10x10% t'* ewxp(200/1)
2H+M +— H+M Ke=7,50x10'7 10
20+M +— 0,+M Ky=3,626x 10" r10
H+0+M +— OH+M Ke= 3,626x10" 10
H+OH+M <— H,0+M Ke=3,626x10" 1.9

onde M € um terceiro corpo qualquer, sobre o qual foram feitas as mesmas consideragdes do
sistema (H; e F;). Deve-se observar que as 5 primeiras constantes Kr acima foram retiradas de Cohen
& Westberg (1982) e as demais de Jensen e Kurzius (1965).

Também aqui as propriedades termodinamicas de cada espéeie quimica presente foram
calculadas por meio de regressdes polinomiais de quarta ordem dos dados publicados nas tabelas
JANNAF, Gordon ¢ McBride (1971), e atualizados conforme Chase et al. (1982).

As Pigs. 6 ¢ 7 mostram os resultados encontrados para escoamentos reativos, em
desequilibrio quimico, unidimensional ¢ bidimensional (ao longo da parede ¢ do eixo do bocal). O
célculo da pressio estitica foi comparado com medidas experimentais obtidas por Pavli et al. (1987)
na Fig. 7. Pode-se ver que a concorddncia entre os dados ¢ muito boa. : |

A tabela 1, a seguir, traz os valores de impulso especifico no vicuo (Isp,) calculados por
diversos métodos, os quais sdo comparados com medidas mnmenmis (NASA-TP-2725), Smith et
al. (1987). Os modelos usados nos célculos sio: | reativo em desequilibrio quimico, |
Barros et al. (1990), unidimensional em equilibrio quimice (NASA-SP-273), Gordon ¢ McBride
(1971), unidimensional ¢ bidimensional em desequilibrio-quimico (NASA-TP-2725), Smith et al. |
(1987) e do presente trabalho (2D Desequilibria). Uma corregdo de camada limite ¢ aplicada aos
resultados dos modelos 2D em desequilibrio quimico, ,

t

|
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Tabela 1 Impulsos especificos previstos neste trabalho, por Smith
d&ﬂﬂhcomﬂuﬁ.nﬂmmmmm
Ispy (s)
NASA-TP-2725 Este trabalho
2D Desequilibrio
Camada Limite a7 e
2D Desequilibrio 4942 4797
1D Desequilibrio 4985 488.5
1D Equilibrio 5048 5048

b AL 4689

Dos métodos indicados na tabela 1 acima, aquéle com menos hipéteses restritivas é o
- modelo bidimensional em desequilibrio quimico (presente trabalho ¢ do NASA-TP-2725), segue-se o
lnmdelonﬂdimmmlmdcmﬁhhwquhﬂmeomﬂdﬁnmwmlmmﬂhﬁmm(ﬂm
- 8P-273). Pode-se notar que as previsdes de impulso especifico no vicuo sdo coerentes, pois 0 método
- menos restritivo possui 0s melhores resultados. A corregio da camada limite melhora ainda mais as
f Os resultados deste trabalho apresentaram os menores desvios percentuais em relaglo ao
iv:lorcxperineuﬂ.Apdsloonwlod:clmndalimiteod&wiodlmﬁslofoidcmo.”ﬁ

| enquanto que o melhor resultado de Smith et al. (1987) apresenta um desvio de 3%.

Conclusédo

. A hipdtese de escoamento bidimensional com reagfio quimica em desequilibrio, mostrou-se
bastante adequada para o cdleulo dos pardmetros de escoamento ¢ de desempenho de bocais
convergente-divergente, numa ampla faixa de razdes de expansfio (utilizaram-se valores para bocais de
50:1 e 1030:1). Neste trabalho foram obtidos melhores resultados do que aqueles fomecidos por outros
modelos unidimensionais ¢ bidimensionais reativos (tabela 1).

O programa computacional elaborado possibilita encontrar resultados para sistemas reativos
complexos, desde que seja conhecido o mecanismo das reagdes envolvidas. Cabe observar que, apesar
de cxistir nas referéncias programas com as mesmas hipbteses deste trabatho (2D em deseql.), os
mesmos ndo estdo disponiveis na literatura.

Este estudo serd usado para a otimizagdo da configuraglio dos bocais por onde escoam
fluidos reativos, visando melhorar ainda mais 0s projetos de motores a jato.
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An Integro-Differential Model for the Heat
Transfer in Forest Fires
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" Abstract
The influence of radiative changes between the flame and the forest material, at ground level, is given by integral
models deriving from the radiosity balance between an emitting volume and the receiving surface. Thus, the heat
transfer can be described by a convolution integral where the flame influence is quantified by a Green funetion
that describes the heat exchange decay by the distance from the flame, From this approach, the formulation of an
' infegro-differential model is proposed and numerically implemented by a Monte Carlo Integration / Explicit
- Euler propagation coupled method.
Keywords: Forest Fires, Radiative Heat Transfer, Monte Carlo Integration

. Introduction

| Physical phenomena involved in the combustion of forest biomass, during natural or
accidental fires, are extremely complex and its behavior involves advanced knowledge related to fluid
dynamics and heat transfer in reacting media. The current importance of the study of this kind of
problems, within the scope of mathematical modelization and numerical simulation, -as well as
advanced experimentation, are justified by the growth of the international interests related to
environmental questions. An important point of interest is the necessity of evaluation of the amount of
~emissions in atmosphere, specially CO, CO,, and particulates, due to forest biomass burn.

Besides many environmental problems related to forest fires, one can list some of great

importance: the after cutting burning in Amazon (Queimada), the natural fires in the Brazilian'Cerrado,

- the pasture maintenance fires in Amazon and sugar cane culture burns, A priority might given to the

Queimada due 1o its large amounts of CO4 emissions involved. In this process, an area of the forest is

cut during the beginning of the Amazon dry season (june to october). Two or three months later. when

the forest material is dry, it is burned. Part of it is converted in combustion gases, and this way, spread
“into the atmosphere. Other part is laid on the ground in the form of char.

As this practice is very used during the dry season in Amazon, in recent years, several bums
~ have been observed inducing many controversies about its rule in the increase of the Greenhouse
 effect. Some recent works such as Kirkchoff et al, (1989), Carvalho et al. (1993), Fearnside et al_
- (1993) and Kaulfman et al. (1992) show that the rates of CO, emissions in the atmosphere are less than
the amount stated in several international works, and that new experimental and theoretical studies
must be strongly encouraged.

Among some works related to the simulation and modelization of physical phenomena
~ during forest fires, the Russian literature is specially rich. The works developed by Dorrer (1984a),
(1984b) present models of propagation of forest fires that are adopted as a basis for the present work.
- The works of Brabander et al. (1989) e Grishin et al. (1985) use a mixture theory like approach that
~ describes conveniently in situ observations of fires in homogeneous forest. Still on the Russian
 literature, the works of Koney (1984), on the propagation of flame fronts in surface fires, and Grishin
' etal: (1984), about the effects of thermals during forest fires are cited.

Some other works present relevant aspects of heat transfer in forest fires: The works from
Rothe!mel (1972) and Albini (19'?6) In this last work, the heat transfer is quantified by-a‘Green
Function integral, This model is the basis of the works from Dorrer cited above. Anderson (1968)
proposes a simplified model of forest fires propagation based on discrete convolution methods which
were recently improved by Richards (1988).

|
i
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Some combustion-fluid dynamics coupled approaches can also be found in the literature
(Siqueira (1993)). In this work, the simplified model of Rothermel is coupled to-a turbulent flow
simulation code.

Mathematical Model

The propagation of the combustion in a general layer of forest fuel will be considered in a
fixed cartesian coordinate system X, v, z. In two dimensions, a continnous layer **(x,y) can be
considered for surface fires. In a generic point C(x,y) of this layer the potential forest fuel, in a time
instant t, can be in one of three states defined by the function s(x,y,t):

0, if there is potential fuel, but no combustion;

sy = 1, if there is combustion (mass decay); (L)

2, if there is no pontential fuel and the combustion is impossible.

In s(x,y,t)= 0 generally the heating and evaporation are related only to the moisture, soitisa
process involving only water. Therefore, a general equation for the enthalpy increase is valid.

In s(x,y,t) = 1 a biomass combustion model can be implemented by proposing a general rule
to the chemical components of the combustion products. The combustion of forest fuels is quantified
by the kinetics of the pyrolizis reaction.

In this process, reaction velocity is established for the formation of cach of its products and
also for each complete reaction stage. To evaluate a general description for a forest fire, a global
reaction model is proposed for the decay in this point C(x,y) at s(x,y.t) = 1 as follows:

am (xyt) _
at

-K (2)

where K is the velocity rate of reaction that can be given by a Arrhenius term:

K = A([o] T)exr (-%) 6)

In this equation, [O,] is the concentration of oxygen in the air layer in contact with the
material in combustion. T is the gas temperature and R the gas constant. A and E are characteristics
constants of the combustion of forest material (see Kaviani and Fatehi 1992). These constants can also
be evaluate from the experimental exponential decay plots of Rothermel (1972).

The heat produced during the combustion is thus given by:
®(xyt) = -KAHm (4)

where AH  is the specific heat of the forest fuel.

Besides the complexities involving the heat transfer between the fire front (s = 1) and the
region with no combustion (s = 0), a general equation, based on the previous work from Dorrer (1984)
can be propesed for the variation of enthalpy:

SH (x:y.1)

at = qrnd iz qc G
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H{x,y.t) is the enthalpy of the forest material, g,y i the radiative heat flux-and q is the

g, = U(T-Tw) ©
i ™ HO(X'J‘J}&(J&-K'J-y')dxdy ™

In those equations, U is a convective heat transfer coefficient and E(x—X'.y-y') isa
 flame influence function proposed by Dorrer (1994) as (in polar coordinates):

i :
(x-x'y-y) =§(r9) = nnﬁ[l—%f)m[ s ] ®

Wl r'(l+sinzu.f-m0)
 The parameters in this equation are:
ag: fraction of the heat spent in the propagation of the combustion.
8 Thickness of the fuel bed.
\ hy: flame height.
' @;:Flame inclination angle.

""" ry: Effective flame effect radius.

. Asthe function §(x-x'y~- Y)uhmhmﬁnﬂn,rmdﬂmﬁcphrmm\
with origins in the point C(x,y), and x' and y' are its neighbors.

. The present model was implemented by means of an explicit time discretization for the

P = A~ q) ©
T A L otk A (10)

oM = K'aH, S an

¢ the calculation of the enthalpy variation, it is necessary to calculate the heat
ven by geuq. As this function is an undefined integral of a continuous function, it can'

i mmmmmmmmmmm
discrete characteristics of the model. Some convolution matrices

behaviour of the propagation but imposing some difficulties in
_mmmmmmmmwmmmm
1 d information,

but imposes the use of more refined infegration techniques. Under
me{amu-adom&odmmmmiumudmm

"o Oreen: Punction used i This mexol hns all theve fontures,
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The region of interest is defined by a flame influence parameter defined by the characteristics
of the flame (height, intensity etc.). This parameter can be experimentally defined as the distance; from
the flame front, for the decay of the temperature to a value close to the value of the unheated fuel bed.
Thus, a simple Monte Carlo Method can be used.

To perform it, N random numbers are set uniformly distributed in a multidimensional volume
V. Thesé points are called {x1, ..., xn}. Then the basic theorem of Monte Carlo integration estimates
ﬂmﬁmintegmloflfmcnonfovenh:mulﬁdmmalvdmlsgivmby

2
ffdv sV({H*V ‘(ﬁ};m (12)

Here the angle brackets denote taking the arithmetic mean over the N sample points,

)= — Z £(x,) (13)

{fl)a% Z £ (x) (14)

i=1

The "plus or minus” term in Eq. (12) is a one standard deviation error estimate for the
integral, not a rigourous bound; further, there is no guarantee that the error is distributed as a Gaussian,
so the error term should be taken only as a rough indication of probable error: On the other hand, it is
possiblemmferthnﬁeerrorismwrseiympmﬁomltoﬂ:esqmmmofttmmbuofpomshwy
the Eqg. (12) above.

The algorithm used was very straightforward due fo characteristics of the flame effect
function used. At each time step of the time propagation a random set of numbers (in-polar coordinates)
is set around the grid point in the space discretization grid. These points generate a random Monte
Carlo sub-grid. As a large random sequence is needed, so the long period random number
presented by Press et al. (1993) is used, After each time step a new sub-grid is generated in order to
avoid conditioned propagation of the solutions.

Thupoimsmﬁusmb-gridmsylaymnregiono!'sevemlpointsmthemaingﬂd thus an
interpolation routine in performed for all variables envolved in the calculation of the integral,

To assure the precision of the integration routine implemented it was tested for a defined
integral and an error of about 10% is usually observed for a set of 500 random points.

Results and Discussion

To perform initial tests on the model, some basic configurations were chosen. A square
unitary grid of 50 x 50 points was used for the spatial discretisation. For the Monte Carlo
500 sample points were used. Thus, the total grid size can be considered as 50 x 50 x 500 (1250000
points).
Simulations were performed only in order to assure stable propagation of the selution. The
parameters envolved in the calculations are presented in Table 1.
Table 1 Physical Parameters

Enthalpy Dimensions Others
Hg = 400 MJ/kg Space = 5x5 m Mass = 0,5 kg/m?
Hy =400 Mifkg Grid =50x50 pts. ~ flame = 45°
Hig = 800 MJ/kg Sub-Grid = 500 pts. -

Hipg = 1100 MJ/kg Time step = 0,01 sec "—




An integro-Differential Model for the Heat Transfer in Forest Fires 397

The flame inclination angle of 45° corresponds to a mid-flame wind velocity of about 2 m/s,
as given by & Fr number rélation from Ventura et al. (1989) and Albini (1981). A flame height of 0.7 m,
as normally observed in surface fires, (Baines, 1990) was used here.

Two cases of interest were chosen for the initial simulations: a front evolution and a
Queimada. In this second case, a square set of points is burned trying to reproduce this after cut burn
technique in Amazon.

As an initial condition for the front evolution case, a line of several points in the grid were
ignited, as show in Fig. 1.

{ o Initial buirni :

Inh-acﬁnnofthewind
Ll L L

Fig. 1 Fire front initial condition

The time evolution of this front is shown in Fig. 2. As expected, the front evolutes regularly
driven by the wind. The velocity of propagation in the direction of the wind is faster than in the
opposite one. In the transition between ignited zones-and non-ignited ones, the enthalpy do not reaches
~ the ignition enthalpy and a small region of heating can be observed, as expected.

i |
e ey

Fig.2 Evolution of the front fire
The mass decay can be observed in the regions of the évolution of the burn as the fire

consumes the forest fuel layer. In the implemented model an amount of residual forest material is
allowed after the burn but, in the present case, it was not considered.

- To perform the initialization of the Queimada case, a square set of points was:ignited as
~shown in Fig. 3. In this case, the burn evolutes in a very efficient wa burning a large forest regionina
~small time interval (Fig. 4), Thus, the rates of combustion gases release are expected to be very high.
The effect of adjacent small fire fronts usually make two different main fronts to evolute, One evolutes
in the inside direction of the initial square burn set and other one in the outside direction. Between
these fronts an expanding ring of burned material is formed, avoiding the propagation through it.
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.]nin-all - -I ..

]Directim of the wind

l

Fig. 3 Queimada initial conditions

# & & & »
* # v *

Fig. 4 Queimada evolution

Conclusions and Perspectives

As it can be seen from the results present here, the model has a good qualitative behavior and
introduces a very useful approach to the numerical simulation of forest fires. The evolution of the
propagation agrees very well with what was expected from previous works, as well as it allows the
approach of many different situations.

The equations of the proposed model are based on many physical parameters easy to
determine from experiments classically performed and usually found in the literature.

The radiative heat accumulation given-by a convolution integral gives a straightforward way
to approach the radiative changes in means of a partially-iransparent radiative forest medium. On the
other hand, the calibration of the flame effect function and convolution function coefficients must be
carefully done in order te rigourously fit the physical characteristics of the phenomena.

The heat losses terms, nevertheless, are not very well modelizaded in the present work and
new considerations must be done specially following related topics in' previous works like: de Méestre
et al. (1989), and Baines (1990). Some strong evidences showing therule of the convective terms must
also be taken into account in order to better characterize the phenomena.

By the results shown here, the stability of this approach is assured. The implementation of
other different terms in the equations to deal with convective effects and others may not compromise
its precision and stability.
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This work gives the tools to the implementation of a new model in the forest firc heat
mmﬂmmﬁngnﬂsopwﬂslembemlﬁlewmm The qualitative |

behavior of the model bmWMBuﬂMmmmmmmm
|wiﬂ:ma:ydiﬂ'«anprmﬂlm
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Abstract

In this paper we use the Conjugate Gradient Method with Adjoint Equation in order to estimate the lemperature
dependence of thermal conductivity. The accuracy of this method of inverse analysis is verified by using
simulated measurements as the input data for the inverse problem. Functional forms containing sharp corners
and discontinuities are generally very difficult to recover by an inverse analysis, The present approach is capable
of handling such situations quite readily and acourately.

Keywords: Thermal Conductivity, Inverse Heat Conduction, Temperature Dependence

Introduction

A vast amount of literature exists on the analysis and solution of linear inverse heat
conduction problems, In the case of nonlinear inverse heat conduction, the available works were
mostly concerned with the estimation of thermophysical properties, where the dependence of the
unknown quantity on temperature was approxu'nnted by a polynomial (Artyukhin, 1975), B-splines
(Artyukhin, 1982, 1987, 1993) or piecewise linear continuous functions (Jarny et-al., 1986 and
Goryachev and Yudin, 1981). With such approaches, the inverse analysis was reduced to the
determination of the constant coefficients of the functional form assumed for the unknown (i.e., a finite
dimensional minimization problem). The steepest descent (Artyukhin, 1975 and 1987, and Jarny et al.,
1986) or the conjugate gradien{ method (Anyukhm 1982, and Goryachev and Yudin, 1981) have becn
used for the solution of such parameter estimation problems.

If no information is available on the functional form of the unknown quantity, the
minimisation has to be performed on an infinite dimensional space of functions. Such novel approach
for the determination of temperature-dependent quantities has been successfully applied to the
estimation of the reaction function by Orlande and Ozisik (1993).

In this work we apply a function estimation approach based on the conjugate gradient
method of inverse analysis with adjoint equation to estimate the unknown thermal conductivity in a
non-linear transient heat conduction problem. It is assumed that no prior information is available on
the functional form of the unknown quantity. The accuracy of the present method is examined under
strict conditions, by using transient simulated measured data in the inverse analysis.

Inverse Analysis for Estimating Thermal Conductivity

The inverse analysis of function estimation approach, utilizing the conjugate gradient
method with adjoint equation considered here, consists of the following basic steps (Jarny et al., 1991):

1. The direct problem;

2. The inverse problem;

3. The sensitivity problem;

4, The adjoint problem and the gradient equation;
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5. The conjugate gradient method of minimization;
6. The stopping criterion; and
7. The computational algorithm.

We present below the salient features of each of these steps, as applied to the estimation of
the unknown thermal conductivity,

The Direct Problem. For the present study, the direct problem is taken as:

oy 210 ~£|:k(g)ﬂ]—g('l“) =0 in D<x<L;for t>0 (1.8)
ot ox x
§=0 at x = 0;for t>0 (Lb)
ax
aT
k(T)a=¢L(1)at x = L;for t>0 (1.¢)

T(x,0) = F(x) for =0; in 0<x<L (1.d)

The direct problem defined above by Eqgs.s (1) is concerned with the determination of the
temperature distribution T(x,t) in the medium, when the physical properties C(T) and k(T), the
boundary and initial conditions, and the réaction function g(T) are known. In order to solve this direct
problem, we used the combined method of finite differences with 8=2/3 and the resultant nonlinear
system of algebraie equations was linearized by the expansions:

kn-pl - g (%)n(l.n_.rn— 1) (2.2)
ol 4 (g)n(.rn_.rn—!) (2.b)
gn+1 - gn+ (:_fu]n(.[.n*-rn-l) {2.¢)

were the subscript "n" denotes the time step.

The Inverse Problem. For the inverse problem, the thermal conductivity k(T) is regarded
unknown but everything else in Eqs. (1) is known, In addition, temperature data are considered
available at some appropriate locations within the medium at various time steps.

The inverse analysis utilizing the conjugate gradient method requires the solution of the
direct, sensitivity and adjoint problems, together with the gradient equation. The development of
sensitivity and adjoint problems are discussed next.

The Sensitivity Problem. The solution of the direct praoblem (1) with thermal conductivity
k(T) unknown, can be recast as a problem of optimum control, that is, choose the control function k(T)
such that the following functional is minimized:

1

M
1
k(] e j 2 (TIx tk(T)] -Y, ()}t (3
1=0m=1
where M is the number of sensors and Y (1) and T[xy,t:k(T)] are the measured and estimated
temperatures, respectively, at a location X, in the medium_ If an estimate is available for k(T); the
temperature T[x,,:k(T)] can be computed from the solution of the direct problem given by Egs. (1).

In order to develop the sensitivity problem, we assume that the thermal conductivity k(T)is
perturbed by an amount €Ak (T . Then, the temperature T(x,t) undérgoes a variation 8Ak(T (x.t);
that is,

T, (x,t) = T(x.t) +eAT(x,1) (4.a)
where g is a real number.
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Due to the nonlinear character of the problem, the perturbation of temperature causes
vatiations on the temperature-depéndent quantities including the thermal conductivity, that is;

k,(T,) = k(T +8AT) + Ak (T) ~k(T) + (g) ¢AT + Ak (T) (4.b)
C,(T,) = C(T+AT) ~C(T) + (ﬁ)au (4.c)
g, (T) = g(T+eAT) ng(T) + (dT)aAT (@.d)

For convenience in the subsequent analysis, the differential equation (1.2) ‘of the direct
problem is written in operator form as

D(T) = C(T)aT(“) g [k(?)g;ﬂ -g(T) =0 (5.a)

and the perturbed form of this equation becomes

(ﬂ) 2 atT
D(T) =C,(T) " 5;[%“&;;}“«“9 =0 (5:6)

To develop the sensitivity problem, we apply a limiting process for the differential equations
(5.a,b) in the form

lim DATY -0 - (6)
e=0 E
and similar limiting processes are applied for the boundary and initial conditions (1.b-d) of the direct

problem. After some manipulations, the following sensitivity problem results for the determination of
the sensitivity function AT (x,t):

d(CAT) &' (kaT) _ @ (Aka—T) “3Bara0 v gex<iit>0  (Ta)
ot o x\ x/ ar .
BATY _ o et (71)
ox
QUAT) _ 8Ky atx=Lid - (1.9)
P k
AT =0 for t= 0;in O<x<L (7.d)

where C =C(T), k=Kk(T), AT = AT (x.1), g=g(T) and AK = AK(T).

The Adjoint Problem and the Gradient Equation. To derive the adjoint problem and the
gradient equation, we multiply equation (1.a) by the Lagrange Multiplier A (x.f) and integrate over the
time and space domains. The resulting expression is then added to the functional given by equation (3)
to obtain

Jk(T)] =3 f ']' > (T-)*(x-x ) dtdx +

i=0 t=0 m=1
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i

L -
[ ] [C(T)aT(x 8.5 |:k(T) g]—g('l‘)]l(x,t)_dtdx ®)

x=0t=1
where 8(*) is the Dirac delta function.

The directional derivative of the functional J[k(T)] in the direction of the perturbation
AT (T), is defined as (Jarny etal, 1991):

Ik (T)] I [k(T
D JIk(D] = lim [k (TP1-T[k(D)] "

e—0 £

where the term J [k, (T,) ] is obtained by writing Eq. (8) for the perturbed quantities given by Eqs. (4):
This derivative is allowed to go to zero and after some manipulations, the following adjoint problem is
obtained for the determination of the Lagrange multiplier A (x,t):

at az,; dgm Z (T-Y)8(x-x,) = 0 in0<x<L; >0 (10.2)
ox Sl
9 _ o atx=0;0 (10.6)
ox
L Y (10.c)
ox ;
L =0 fort=tinO<x<L (10.d)
Such limiting process also gives the gradient equation for the functional which takes the form
aT ok
I Ik ey e
[k(T)] et (1)

The sensitivity function AT (x,t) obtained from the solution of problem (7) and the gradient
of the functional given by Eq. (11) are used in the conjugate gradient method of minimization: as
discussed next. ;

The Conjugate Gradient Method of Minimization. The iterative procedure for the
determination of the thermal conductivity is taken as (Jarny et al., 1991);

K+ (1) = kP (T) - B°d” (T) (12)
and the direction of descent d?(T) is given by:

(1) = I [TA (D] +¥°* (D) (13)
where the superscript "p" denotes the number of iterations and the conjugation coefficient ¥ is
determined from:

L t

.[ T (I [TXP(T)] =1 [T;kP 1 ()] 10 [T;k°(T) ] dtdx
P x=01=10 (14)

5
L -
J o et (1) e

x=0 =0
forp=12,..with ¢* = o
The coefficient B” , which determines the step size in going from iteration p fo p+1 in Eq.

(12), is obtained by minimizing J{k"”(T}} given by Eq. (3) with respect to B . After some
manipulations the following expression is obtained
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b M
j 2 [P, 660 - Y, (O]AT (x4 dPdt

BF= t=0 m=1

1 M
i % [AT (e, tid% ] ae

t=0 m=|

(15)

where AT (x, t; dP) is the solution of the sénsitivity problem at position x,, and time t, which is
obtained from Eqgs. (7) by setting Ak (T)=d?(T).

Once d’(T) is computed from Eq. ;}» 3)and B” from Eq, (15), the iterative process defined
by Eq. (12) can be applied to determine k I(T,’; until a specified stopping criterion based on thc
discrepancy principle described below is satisfied.

The Stopping Criterion, If the problem involves no measurements errors, the traditional
check condition specified as

1P (T)] <, (16)

where £y is a small specified number, can be used. However, the observed temperature data contains
measurement errors; as a result, the inverse solution will tend to approach the perturbed input data and
the solution will exhibit oscillatory behaviour as the number of iterations in increased. The
computational experience shows that it is advisable to use the discrepancy principle to stop the

iteration process. Thus, by assuming

Tx,Lk(T)] =Y (1) ~o = constant amn
€; is obtained from Eq. (3) as;
= 3ol as)

where ¢ is the standard deviation of the measurement errors.
Hence, Eq. (16) with €; determined from Eq. (18) is used to stop the iterations.
The Computational Algorithm. The algorithm for the iterative scheme given the conjugate
gradient method is summarized below.
Suppose kP(T) is available at iteration p, then:
Step 1. Solve the direct problem given by Eqs. (1) and compute T(x,t);
Step 2. Check the stopping criterion given by Eq. (16) with &, ‘determined from equation (18).
Continue if not satisfied;
Step 3. Knowing T(x,.t:kP) and Y (1), solve the adjoint problem given by Eg. (10) to obtain
Ax,t);
Step 4. Knowing A(x,t), compute the gradient of the functional from equation (11);
Step 5. Knowing I'[T.kP(T)], compute first the conjugation coefficient fromi Eq, (14) and then the
direction of descent from equation (13);
Step 6. ?&0%‘? tl}'lc sensitivity problem given by Eqgs. (7) by setting Ak (T)=d(T), to determme
X4
Step 7. Knowing AT (x,,.t:d"), compute the search step size B® from Eq. (15);
Step 8. Knowing B” and dP(T), compute he new estimate kP*'(T) from Eq. (12) and go to'step 1.

Results and Discussion

In order to examine the accuracy of the function estimation approach using the conjugate
gradient method as applied to the analysis of the inverse problem previously described, we studied test
cases by using simulated measured temperatures as the input data for'the inverse analysis. The
simulated temperature data were generated by solving the direct problem for a specified thermal
conductivity. The temperatures calculated in this manner are considered exact measurements; T, and




Inverse Heat Conduction Problem for the Estimation of the Temperalure Dependence... 405
the simulated measured temperature data, Y, containing measurement errors, are determined as
Y=T, +oc (19)

where @  is the error term and O is the standard deviation of the measurements. For normally
distributed errors, with zero mean and a 99% confidence level, @ lies within the range

2576 <o <2.576 (20)

The values of @ were randomly determined with:the subroutine DRNNOR from the IMSL
(1987).
' To generate the simulated measuremnents, the direct problem given by Eqgs. (1) was expressed
m&msbulmfumhyhtﬁudngﬁefoﬁowmgdhmmlmvmablu

T- T k.t
6= -'S(T}L;t = 0 vy = ...';'0 = .....

b by e, L b @1.a-¢)
| and hyukinggeweﬁcienlskﬂ‘) and C(T) as
K(Tykox (6) and C(T)=Co%(® 22)

 where ko and Cy are constants and bave the units of k(T) and C(T), respectively; X (8 and X (8
- are dimensionless functions of 8T, is the initial temperature in the medium which is assumed to be
umform.and#,_ is the heat flux applied at the boundary x=1., which is assumed to be constant,

; For all test cases analyzed here, we considered @ =0 (errorless measurements) and 9 =0.01
0, . where 8., is the maximum temperature measured by the sensor. The sensor was located at
| 1'=0.8 and, for sake of simplicity, we used I (8 =0and (9 =1.

| Figure 1 shows the results for two different polynomial variations of the dimensionless
. thermal conductivity. Clearly, the agreement between the estimated and the exact thermal
mvmmmmmmmammmwmmmmm

' the case for the other smooth functional forms tested.

J Figure 2 shows similar results for a thermal conductivity with a triangular variation. A

comparison of the exact thermal conductivity with the one estimated by using errorless measurements

' (o=0) indicates that the present furiction estimation approach can resolve sharp corners. The
wmmmmm»mmmwuﬁummmmm

} errors is good.

Figure 3 presents the results obtained for a step variation of the thermal conductivify. The
curve obtained with errorless measurements (o=0) is in good agreement with the exact solution,
. although some oscillations are observed near the discontinuities. The results obfained by using
| measurements with random errors is also in good agreement with the exact functional form of the
thermal conductivity. o _

0, DIMENSIONLESS TEMPERATURE
Fig.1 Inverse solution with polynomial variation for the thermal conductivity



408 H.R. B: Orlande-and M. N. Ozisik

Fig.2 Inverse l‘uluuﬂon with triangular variation for the thermal conductivity

—_—
U~ ™ O =

ann
. DIMENSIONLESS TEMPERATURE
Fig.3 lmmm°wmmpvmmmmm' conductivity

Conclusions

The inverse analysis utilizing the conjugate gradient method of minimization with adjoint
equation, provides an efficient approach for estimating the temperature dependence of thermal
conductivity, with no prior information on the functional form of the unknown quantity.

Results obtained with test cases using simulated measurements with random errors indicate
that the present approach is accurate, even for thermal conductivities with functional forms involying
sharp corners and discontinuities.
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Abstract

A numerical study of the flow field in ducts with curvilinear obstruction was performed. A wide range of
Reynolds was investigated. Velocity and pressure distribution were obtained by a finite volume method with

ton-orthogonal coordinate system. Comparision with available numerical and experimental results showed good
t.

m

Keywords: Ducts, Curvilinear Obstruction, Finite Volume Method, Non-Orthogonal Coordinate System, Flow
Field.

Resumo

Para obter maiores informagdes sobre escoamentos em tubulagdes com restrigdes curvilineas, foi realizada uma
anélise numérica do problema, visando obter os campos-de velacidade e pressdo e as dimensdes da regido de
deslocamento. Para este trabalbo utilizou-se uma metodologia de solugio de escoamentos em geometrias
complexas, numa formulagio incompressivel ‘e bidimensional. As equagbes de conservagio foram discretizadas
com o emprego da técnica de volumes finitos em-coordenadas ndo ortogonais. Os resultados obtidos foram
arados com valores numéricos ¢ experimentais existentes apresentando boa concordéncia.
Vel ras chave: Tubulagbes, Restrigbes Curvilineas, Volumes Finitos, Coordenadas Nao Ortogonais, Campo de
ocidades.

!ntrodut;ao

[ A andlise de escoamentos em tubulagties com restrigdes ¢ de grande importéincia para éreas
bem diversas, como a biomédica e a petrolifera; Nesta tltima, a existéncia de resmgaes. causadas
gcnclpalmentc por corddes de solda em lubos de pequeno-didmetro, provoca-uma maior corrosio

alizada logo apds a restriciio (Fxsher 1981). J4 na frea médica, a oclusdo de artérias causada por
lacas esclerticas torna-se um dos maiores problemas do sistema circulatério. Neste caso, além de
nfluir no préprio processo de crescimento da placa, os fatorés hidrodindmicos que surgem por causa
a restrigdo, como a maior resisténcia ao fluxo sanguineo e a variago da tensdo de cisalhamento junto
i_1:nn't:t:lte arterial, estdo associados a sérias disfun¢es do sistema circulatério (Wesolowski et al.,

965)

. Para obter maiores informagdes sobre este processo, Young e Tsai (1973) realizaram um
estudo experimental com o objetivo de determinar o ponto de separagio e de recolamento do
gscoamento em funglo do tipo de restrigio ¢ do niiméro de Reynolds, Também foi investigada a perda
presséo e a transi¢io do escoamento de laminar para turbulento. A faixa do ntmero de Reynolds
vestigada foi de 100 & 3000. Deshpande & Giddens (1980) realizaram experimentos para esta
ometria com o niimero de Reynolds igual a 15000, apresentando o perfil de velocidade para diversas
¢des do tubo. Um estudo numérico com o objenvo basico de investigar o fenémeno em tubos
soldados foi realizado por Rastogi (1984). Este.empregou um método baseado em coordenadas
gonais que se adaptam ao contorno, apresentando resultados para o caso turbulento, onde foi
mpregado o modelo k—¢ . Karki e Patankar (1986) apresentam uma solugéio numérica com o
mprego de coordenadas ndio ortogonais sendo os componentes covariantes utilizados como varidveis
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dependentes. Este trabalho fornece somente alguns pontos referentes a dmms&o da m;s&o de;
recirculagfio para 0 caso laminar, mmmmmmms
do problema, fornecendo dados numéricos ndo apresentados nos trabalhos citados. |
O estudo tedrico realizado utiliza a soluglio numérica das equagdes’ dlfcrmchis tﬁn
conservagiio de massa ¢ quantidade de movimento em coordenadas generalizadas em situagdes axi~
simétricas. &mmﬁad&mﬁdﬂesﬁnuﬁﬁuﬁaxmmﬁuﬂm
da equagdio de conservagio de quantidade de movimento.
!

Geometria do Problema e Malha Empregada

A Fig. | determina as principais dimensdes da geometria estudada. Nesta, a restrigio &
definida por um cosseno da seguinte forma:

LT I, n
R 2R, X

]

para X <x<X, . onde:

X, ¢ a metade do comprimento da restrigio;
5 ¢ a altura da restrigio;
R, raio da bulagfio.

Fig. 1 Geometria do problema 4
Foram analisadas quatro tipos de restrigdes como definidas na tabela abaixo:
Tab.1 Pardmetros geométricos

Modelo R, (mm) 3Ro XJR,
M1 85 13 4
M2 9,5 213 4
M3 95 23 2
M4 254 12 2

Desta forma o modelo M1 representa uma restrigio suave ¢ o modelo M3 representa:
restrigiio acentuada (89% de redugiio da érea) num pequeno comprimento.

Fig.2 Malha utiiizada

O dominio computacional foi dlvxdido em 40x12 pontos nodais com uma maiof
concentraglo de pontos na regifio do e mﬁornarepioéeaddu-,;
Fig. Zapresentapmcdnnulhamﬂm&nlmailodnmmqlﬁ Para a geragdo desta malha
empregada uma técnica algébrica com controle do espagamento das linhas. ¥
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m-mum

As equagdes que caracterizam o problema sdo:
continuidade

V-a=0 (2)
quantidade de movimento

Vo (p @) = ~Vp+ V- (e (Vs [ﬂj’ﬂf))"'sg (&)

i_
f

e = M+H, ,onde = C pk'/e-C, &umaconstante eny

onservagiio da energia cinética turbulenta

V. (puk) = V- (n/Pr,Vk) +G-pe “
endo G o termo de produglio de energia cinética definido por:
G=p(Vi+ (V) )V a ) .
jo da dissipagiio da energia cinética turbulenta
V- (piig) = V- (u/Pr,Ve) +C,e/kG - C,pe /k ®

T?)Cleqwmm&mmvmmm'wmd
valding (1974) sio:

E'Cu=009 C,=14 C,=192 Pr,=13 Pp=10

Ammmmsm&m
el genérica ¢, para um sistema de coordenadas nilo-ortogonais bi-dimensional téﬂﬂ;
ndo a simetria angular. Esta equagfio é posteriormente - discretizada utilizando a téenica de
s finitos, sendo o valor de ¢ ros pontos nodais obtido por interpolagdo, de acordo com o
a "Power law” (Patankar, IQCO).Ammﬁmlpode-mmimm:

b, = by oy £ b it ™

By 8g, mmam@mamkm«w:bw
termos calculados explicitamente, inclusive os 1ermos: fonte ¢ termos. devidoam
dade da malha.

Amtw&mbmwmmm
& presenga do gradiente de presso no termo fonte, além de outros fatores. Para a presente
lagdo, optou-se por utilizar uma malha deslocada para a velocidade ¢ componentes
ntes como varidveis dependentes destas equagdes. De modo a evitar o emprego da analise



mmonﬂaammpﬂmmavmmmmquMﬁmuh
nfio ortogonalidade da malha, foi empregada a abordagem do sistema de coordenada fixo localmente.
Os detalhes deste desenvolvimento podem ser encontrados em Pires(1994). O acoplamento presséio-
velocidade foi realizado pelo algoritmo SIMPLEC (VanDoormaal ¢ Raithby, 1984). Para a soluglo do
sistema algébrico resultante, foi utilizado o algoritmo TDMA linha a linha.

Condigbes de contorno

Para os célculos ufilizou-se um pequeno comprimento reto no inicio. do dominio e, apds a
restri¢do, um comprimento reto maior para que a condiglio de contomo de saida de difusdio desprezivel
pudesse ser empregada. Na entrada, para o caso laminar, utilizou-se um perfil desenvolvido parabolico.
mm&swpmom&mdﬂimemmw%m:m

Para o caso turbulento, opetﬂlduwhcﬁMmmﬂdafo:muﬁdnpnerbmdcz
Giddens (1980), epodeurreprmmadopelaleidapoténciadﬂm.mdooexpom n" que |
mo%@a&kOsWhm@MMﬂmeamﬁmmm.
foram calculadas segundo as expressdes abaixo (Habib ¢ Whitelaw, 1982):

410 Hidrodinamica em Tubos com Obstrugdes Curvilineas ‘
1
:
I
1‘
:
L
I

2 32,
k=0003u, e &=Ck’/00R (8)

O modelo de turbuléncia k — € s6 € vilido no nicleo turbulento, onde i, » p . Nas regides
préximas aos contornos sélidos, onde p, « p foi utilizada a lei da parede ta por Patankar e
Spalding, (1970). Assim, a velocidade pmlcla ¢ imediatamente proxima & parede ¢ calculada
admitindo o perfil universal de velocidade. Ovalordadmapwlonloécaicuhﬂomspmmprwml
aMmmmW&mkqﬁmwaMeawﬁm
cinética turbulenta (Pires, 1994).

'i
|
d

Resultados

Apesar de escoamento se apresentar instivel ap6s a restrigiio ¢ posteriormente turbulento
para baixos nimeros de Reynolds segundo Young e Tsai (1973), o presente trabalho utilizou 0 modelo
laminar para Re até 2000 (onde o escoamento ainda ¢ laminar na entrada).

A perda de pressiio Ap através de uma obstrugio de comprimento L ¢ fungiio da geometria ¢
do nitmero de Reynolds, Re = 2pRou/ji , énde u é a velocidade média. Os resultados obtidos para a
mmmmﬂmﬁmdoMGeRMmoMMﬁg} y

mmmmmmmmwvmewum)
Pm;mww&o@ﬁmhﬁmaﬁﬂnmwmmmdem&m&immﬂh igual 4
32Ro. Pode-se observar que o comprimento da restriglio altera muito pouco a perda de carga (casos M2

prcmiodemaasdeduvues DIasothm | im.apremmhémqmda&
pressdo intermedidria. '

A Fig. 4 ilustra a distribuigio de pressdo na parede ao longo da restrigdo, mﬁeﬂm

A Fig. § ilustra o perfil de velocidades parao plano x/Xo = 0 para-os casos M1, M2, M3 e M4
para o caso laminar (Re = 200). Pode-s¢ observar para o-caso M1 uma ligeira alteragdo do p
parabélico. Porém, com o aumento da restriglio verifica-se que o perfil de velocidade tende a ficar mais
uniforme, com a velocidade mixima cada vez mais-proxima da parede.
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As Figs. 6 ¢ 7 apresentam os resultados para 0 case turbulento (Re = 15000) para a geometria
M4. A variagio da pressdio adimensional na parede ilustrada na Fig. 6-dpresenta um comportamento
bem semelhante a0 caso laminar, Observa-se uma boa c¢oncorddncia com o resultado numérico de
Rastogi (1984), porém a recuperagio de pressdio prevista numericamente ¢ muito maior que a medida
experimentalmente por Deshpande ¢ Giddens (1980). A falha na predigio deste fendmeno esti
associada ao modelo k - €, que de maneira geral nfio apresenta um bom desempenho na presenc¢a de
grandes aceleragdes ¢ de recirculagdes.

Al BRI LA NG R G
l aE ]
2% ¥ w ~
| ap i
: 4 =l
e o -F .
s 4
!-7:— — caloulado -
sk g"mlm =
s -
A0 o <
P ISR DN T [ N PR

2 0 2 4 8 B8 10 12

Posigio adimensional .
Fig. 6 Wammummmamm'm M4 e Re=15000

A Fig. 7 apresenta os resultados do perfil de velocidade para os planos x¥Xo =0, x/Xo=2¢
x/Xo = 11. Observa-se novamente uma boa concordéncia com os resultados numéricos de Rastogi |
(1984), Porém, para o plano x/Xo = 2, logo apds a restriglio, observa-se claramente, pelas velocidades
mmmummmumowmmmm |

1.0p ;

aiild

Pos. radial

|unulnulun.lnn.i.uii‘uu

L aaasiaadasn

3 3 4 B
i f Veigc. adizmensienol -
Fig. 7 Variaglo da velocidade adimensional em fungio da posiglio radial r/iRo !

Afastado desta regifio, omodeiovolnaspumbﬂmmwihdm.wmownﬁmdomol
plano x/Xo=11.

Os presentés resultados corroboram as informagdes obtidas por Rastogi (1984) de que 0
modelo k-¢ uﬂlimdoélnwpu&mvapmhmuommpﬂmm&mdnmmnm-
Para a obtengfio destes resultados, um modelo de turbuléncia capaz de prever a anisotropia
escoamento, deve ser usado.
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Para a faixa laminar, o comprimento da recirculag@io foi bem capturado, como pode ser
observado nas Figs. 8a e 8b, correspondentes aos modelos M2 e M3. N&mﬁgmompmmmoda
regidio de recirculagio estd como fungfio do nmero de Reynolds. A distncia horizontal entre dois
pontos da curva fornece o comprimento da regido de recirculagfio. Na Fig. 8a (caso M2) estdo
apresentados alguns pontos numéricos obtidos por Karki (1988) ¢ Rastogi (1984) que apresentam boa
concorddncia com os valores obtidos. Em relagdo aos dados experimentais, o comprimento da regifio
de recirculag@o ¢ ligeiramente subestimado,

Ja para o modelo M3, apresentado na Fig. 8b, tem-se uma inversio da tendéncia observada
para o modelo M2, isto ¢, o comprimento da regido-de recirculagdo foi superestimado. Assim, apesar
da ligeira discrepéncia entre os resultados experimentais e os resultados numéricos; tem=-sé um bom
- resultado geral, o que fornece confiabilidade para os valores obtidos para o caso M4, para o qual néio se

Conclusdes

Como mencionado na introdugfio, utilizou-se uma metodologia de célculo empregando
coordenadas ndo ortogonais que se adaptam ao contorno, em situagdo axi-simétrice. O estudo
realizado cobriu uma larga faixa de escoamentos (ntmero de Reynolds variando de 10 a 15000) de
modo a complementar as informagdes de outros trabalhos. Sempre que disponiveis, dados
experimentais ou numéricos foram realizados para validar estas informagdes. De maneira geral, pode-
se afirmar que, no tocante a perda de carga, a variaglo da se¢éo obstruida é muito mais importante que
o comprimento desta regifio. Além disso, mesmo para o caso de pequena restrigdo (caso M1), a perda
de carga ¢ muitas vezes superior 4 existente num tubo sem obstrugdo. J4 para a determinagio das
caracteristicas da regifio de recirculagdo, tanto 0 comprimento como a porcentagem da segfo reta
obstrufda sdo importantes. Para este caso, observou-sé¢ uma boa concordincia com os dados
experimentais na faixa laminar, Na faixa turbulenta, o comprimento da regifio de recirculagio
apresentou discrepéncia, devido a niio adequagio do modelo k —e 4 regidio de recirculagdo, uma vez
que fora desta regifio os resultados foram bons.
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Fig.8 Dimensdo da regifio de descolamento para geometria M2, M3 e M4
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~ Abstract

"’l‘hcmwukﬂusuibnt methodology for the solution of miscible displacement in porous media
using unstructured Voronoi discretization. The Voronoi diagrams are an attractive altemative for approximating
flow problems duc to its construction, which forces grid points to be aligned with the normal of the control
volume surfaces. The control volume approach is used and an hybrid scheme is employed as the interpolation

| function for the solution of a tricer injection in a single-phase flow in a five-spot arrangement. The nu
- results are compared with the ones obtained with boundary-fitied grids and experimentally,
- Keywords: Miscible Displacement, Porous Media, Finite Volume Method, Voronoi Grids

Introduction

: The solution of miscible displacement in porous media is of great interest in petroleum
mmnwmgmthedewﬂnmanonofﬂmmﬂwmpmleummm The injection of tracers is
used to study the behaviour of the petroleum reservoirs, specially conceming with the préference of the
flow in the porous rock. Usually small amounts of a tracer is injected in the water phase and the time
+for the tracer to reach the production wells is monitored. The previous analysis of the tracer
 concentration in the single-phase flow through the porous rock helps considerably the engineers to set
-up the experimental procedure,
Since small amounts are normally injected, the tracer pulse, in the numerical prediction, may
- be smeared by excessive numerical diffusion, prediction a shorter time for the breakthrough of the
tracer. Therefore, one of the key quéstions is to have numerical algorithms which do not introduce
-excessive artificial diffusion.
The traditional methods in petroleum engineering, as reported by Aziz and Settari (1979),
employ, in general, cartesian discretization. This coordinate system has the disadvantage of not
conforming the reservoir boundaries, which are always of irregular shape. To by-pass this difficulty
- recent efforts are being made towards the development of methodologies which uses boundary-fitted
:L-gnds,l as reported in Roson (1989), Sharpe and Anderson (1991) and Maliska et alli (1991, 1992,
- 1993)
Another route which is also receiving attention, for by-passing the limitations of the
cartesian discretization, is the use of unstructured grids. The construction of unstructured grids can be
‘performed in different ways. Baliga and Patankar (1983), Raw and Schneider ( 1986), among others,
uses to construct the control volume by joining the centroid and the median of the triangle side by a
straight line. Forsyth (1989), Fung et alli (1991, 1993), Santos et alli (1991), have used this type of grid
“in petroleum reservoir simulation,
If the construction is done such that the Tine joining two grid points is normal to the control
- volume surface, the resulting contrel volume is called a Voronoi discretization. This type of
 discretization was used in several branches of physics and recently applied in petroleum reservoir
_engineering, as réported by Heinemann and Brand (1988), Heinemann et alli (1989, 1991), Palagi
(1990, 1992) and Marcondes (1993).
_ This paper presents a numerical methodology for the solution of miscible displacement in
_ porous media using Voronoi discretization. The control volume concept is employed and an hybrid
scheme is used to interpolate the concentration at the control volume interfaces. The Voronoi diagrams
are generated using the algorithm developed in Maliska Jr. (1993). The results obtained are compared
with the ones obtained using boundary-fitted grids and experimentally.
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Governing Equations

The problem under analysis is the single phase flow ina porous media. mm&t
mass conservation given by

3(m+3(pu)+§y(pv) g ()

where u and v are the cartesian velocity components, p the density and¢ ﬂ!epomhydﬁcm&dim.
combined with the Darcy's equation 'R

V= —-EVP @

one obtains the mass conservation equation written in terms of pressure as
L L R
(VP) 7 £ 3)
where § is the mass flow rate per unity of volume and a” is given by

(;--.L H}
néc,

where § is the viscosity, k the absolute permeability and ¢, the compressibility coefficient, ;

lnthepremtwork ﬂlmw&tmmﬂmﬁgqqﬂﬁmmhﬁ&em
involving o in Eq. (3) is retained only for advancing the solution to steady state. To obtain the -
mﬁm%hgovmwmmmﬁmmmmwm&#m
conservation of the tracer. The resulting equation is _

% 2 40y +v. 0+90) = qc, ®
where ] is given by
J = —4DVC ©

and C; is the concentration at the injection well and D is the diffusion coefficient, gl!unhy

D = afV| G : o s
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where V lsthemagnmdeofthevelomyvectormalmﬁaecammlvomewﬁocmd o isthe
dispersion coefficient.

Discretized Equations

Equations (3) and (5) must be solved in an unstructured Voronoi grid as showan:g. 1. The
control volume approach is used, whereby the conservation equations are integrated in the' control
volume P shown in Fig. 1. The most interesting feature of the Veronoi diagram for fluid flow
problems, is the fact that the line joining the grid point P and the neighbouring grid point i is normal do
the control volume surface and the intersection is exactly its mind point. This simplifies considerably
all procedures which calculates fluxes aimg!heuunml.

Fig. 1 'Ebmnhlmwwmnmmmmm
PmumEqnaﬁan.Theintcgmﬂonoqu.(S)wwﬁmcandspacemds
Iv.wopyavar = L [Pavar- [Baavae ®
Vit o vt ik .

Using the divergence theorem one obtains.
[ve yandt = L [Pavar- [¥gavae ©
At @ Vtat v K
gl . ]
Integrating Eq. (9) the algebraic equation for the control volume P is determined as
AV ~
2 (VP M),AS,) = -;-(P“"’-—P,‘:) - raav (10)
i = interfaces

where the summation is performed for all interfaces of the control volume P. The subindex Pi denotes
all information needed at the interface and related to the connection of control volume P and its
neighbour i. Using Eq. (2) it is easy to show that the velocity normal to the control volume surface,

aligned with the grid points, is given by

BP] KR N : an

which is exactly the i term of the left hand side of Eq. (10), Discretizing Eq. (11} it reads
(P,-P)

Pi
Using the Eq. (12)and Eq. (10) one obtains the discretized equation for.the control vohime P

A8, = -V, (12)



418 A Finite Volume Method Using Voronoi Grids for the Solution of Miscible...

st 1 AV ASy, - +185p; AVP; B- ' .13\ R
) P ke e
or
A‘IP;” -El“lpliﬂi"'s 14y
where
1av_, A8y _
Ap = ?ﬁ“";‘—-z;. Ai- -—L-;l-* (15)

Equation (14) is a linear system of equations which originates matrices which are not of fixed
band. The solver for this linear system will be discussed later.

Equation for the Concentration of the Tracer, To obtain the discretized equation for the
concentration, Eq. (5) is integrated in time and over the control volume shown in Fig. |. Again using
the divergence theorem the integrated equation results

s AV $D S
(6o} -(tcr[lzf?(ﬁﬂ(crq)“ a8,

= X (Vp G " 88y + GAVCE*! a8
i

where C,; represents the concentration at the interface of control volumes P and i: Ascan be seen by
Eq. (16) the diffusive terms were approximated using.central differences. For the convective terms one
needs Lo interpolate the value of C,; at the interfaces from the values at the grid nodes P and i. To
interpolate the concentration at the the WUDS of Raithby and Torrance (1974) is used. This
scheme is widely employed with structure grids and its extension to this type of grid is straightforward.
Therefore, the Cy; at the interface is calculated by '

Cpi = (% +0p ) Cp t (%"“'w)ci D

whﬁ'eﬂ:ear is obtained by
pe?

10 +2P¢’
where the local Peclet number is given by

v
- ”Lpi (19-’
Dy,

It is to be noted that in spite of a,, 1o result always positive from Eq. (18), its sign is the
same as the sign of the velocity. Therefore, considering again Fig. 1 it can be seen that when tends
10-0.5(mmﬂowmaringthevohune).mcﬂwmbeeqmlwC;,thnismq:windEm' is

If mass leaves the control volume Cy; will be equal 1o Cp. For other values of & Cy; will
wmmqmqmamhmmn&wmmm_ﬁuhf ion
function given by Eq. (17) is onedimensional and, therefore, even being hybrid, will case numerical
diffusion. It is expecied, however, less numerical diffusion than when this interpolation is applied to |

Pe

i
\
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- cartesian or boundary- mmmmkmmm ‘one has randomly
distributed interfaces with a larger number of neighbouring volumes; g for a better influence
~ of these elements on the value of the function at the interface, The onedimensional interpolation
~ function applied to unstructured grids would resemble the skew schemes applied to structured grids.
> Introducing Eq. (17) info Eq. (16) one obtains

C;H[.‘ﬁq-z[ ﬁg ""VH(E"'“P})]‘&SN] -
Z[ ) vy .‘.-. )]&s”cuu(m;” +qavey™! a8
Introducing the mass conservation equation given by

-2, (VAS)  +GAV = 0 e
i

into the brackets which multiplies Cp "', ane obtains
ool [‘_;‘i +QAV 4 ?[(%)H-—vﬁ (% -a,;)] ASHJ >

D 1 ; 1 ..AV +1
Zi:[(%)n -V, '('i —-uﬁ)] As,Cy !+ (403 +aavey (22)
It is to be noted that the last term in the right hand side of Eq, (22) exists only in the injection
and in the production wells, For the injection wells the value of is known and will be added to

- the independent vector of the linear system. For the production wells it is unknown and, therefore, will
jmhﬁmmw&&ammww&.al).

The resulting equation is
A‘C:” = ZA;C:”'FB a3
i
with the following coefficients
D 1
. [(%)ﬁ_ V(3 - ]Asn i
AV -
A, = 2 A, +§_. +qAY (25)
= (m;i‘f +qavey*! (26)
It is recalled that the last terms in Eqs. (25) and (26) are always zero, except for the injection
wells,
Numerical Procedure

Since we are dealing with the injection of small amounts of tracer one is considering that it
does not alter the viscosity of the phase. With this assumption the flow equation, Eq. (14}, is decoupled
from Eq. (23). The problem under consideration in this work is the injection of a tracer in a five-spot
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pattern, as shown in Fig. 3. mwk%ﬁmmﬁdﬂwm
available, Of course; the methodology herein presented is general-and can be applied to-arbitrary

nurwﬁnhﬁnﬂhuunmmexumphsefﬂﬁldhnﬂnn-dﬂhedunutw&nnﬂuluwmuﬂmnqnnuk
For the solution of the linear system of equations the NS-ADI (Non-Structured Alternating
Direction Implicit) method of Maliska Jr. and Bezerra (1994) is eniployed. The idea of the method is to
have the same flexibility of the tridiagonal algorithms, mwe&ynwd&rmmmds To
accomplish this the domain is swept along lines, solving a unidimensional problem for that volumes
which were cut by the sweping line. Figure 2 shows the dashed volumes which will enter the
calculation for the sweping line 5 _ 4 . . Actually the problem is solved along the line shown
in the Fig. 2 where a tridiagonal matrix is generated. The key question in this is the algorithm
ﬁrawwa&edwmsheemmﬁdvdm«mhhﬁbﬁﬁddmmmm&em
ﬂnmtheswewmgxmpeuamuhahu:ﬂwﬂshumlnunmmycGMmﬂvawnuBHMIbeﬂsmMQi
the convergence rate. These and other details of the solver can be found in

1898 sEREaEe800088ES

Figure 3 shows the type of the Voronoi discretization used for the solution of the miscible

displacement of tracers in a five-spot configuration, as depicted in Fig. 3. Grids with 431,946 and 1661
control volumes were used. These results were obtained with a very small time step. They are not

reported here but the solution with 1661 volumes is already independent of the grid size and, therefore,

nllminmgresultsmmumasdﬁsm

e Yorumol Gl (42 = 1, 112, 11100 daya)
. - Stractured Cirid ( 31 = 14100 days)

Fig.4
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. Figure 4 depict the concentration profiles along the diagonal for the time when 0.5 porous
~ volume were injected. The profiles were obtained for Peclet number equal to' mmw -

VL
1'e»=a @n

and for different time steps. For example, the time step 1/2 means that the time step of I day {86400 )
was subdivided in 2 smaller time steps, It is clear that the solution using Voronoi grids shows much
less numerical diffusion than the solution obtained with the boundary-fitted grid; Recalling Eq. (7) one
mmnmmmum&wmmw since the velocity is cancelled
hmmmuwmwhﬁem

i 1.00

on in the Production
3

"‘hr-___

B . (Costinmon Injection) Vevsmni Grid
=0.30 wreemene (004 PV Palae) Varonot Geid

TR T — b
TR TR TR b e

Fig.5 Concentration at the production well
As a final application of the model the numerical results of the present work are compared
with the ones reported by Santos et al (1992). Table 1 gives the data of the reservoir used in the
. experimental and numerical works. Figure 5 shows the tracer concentration at the production well for
continuous injection and for a pulse of the tracer corresponding to 0.4 injected porous volume: Both
~ results are very good.

Table1 Data used in the simulation and experiment
Simulation Experiment

Dimension (m) 300 x 300 0.15x%0.15
Permeability 200 519
Porosity (%) 20 17.75
injected fiow rate (m°/s) 500 0.0041166
Dispersivity (m) 75 0.00115

Fig.6 A general example - (a) Pressure field and (b) unstructure grid employed
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Figure 6-shows the unstructured grid employed and the pressure field for two-injection and
tree production wells in an arbitrary reservoir, with the only goal of demonstrating the generally-of the
numerical model. A problem with any number of wells with any kind of boundary conditions in
irregular shape reservoirs can be solved with the methodology described in this paper.

-~ Conclusions

The use of unstructured grids, in conjunction with finite volume formulations, for the
solution of fluid flow problems is becoming a very attractive alternative. lIts flexibility in generating
the grid with volumes with different sizes-and shapes is useful for the situation where: pontual sources
-exists, like the wells in petroleum reservoir simulation. The nature of the Voronoi diagrams facilitates
the application of conservation laws, since all normals to the control volume surfaces are aligned with
the grid points. The miscible displacement in a five-spot configuration was solved-and the numerical
results agreed very well with the experimental ones. The finite volume formulation developed is clean
and general, allowing extension to more ¢omplex problems.
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Abstract

The present work introduces a numerical method, using boundary-fitted grids, for simulating petroleum
~ reservoirs. Boundary-fitted meshes have the capability of conforming the irregular boundary of the reserveir,
- allowing better application of boundary conditions and facilitating the specification of geological faults. To
assess the methodology, the well known five-spot problem is used, where comparisons using curvilinear,
vartesian diagonal and parallel grids are done. To demonstrate the ability of the model, a reservoir of irregular
shape, with 2 injection and 6 production wells, is simulated.
Keywords:Petroleum Reservoirs Simulation, Boundary-Fitted Grids

Introduction

The numerical simulation of petroleum reservoirs is of great importance in petroleum
onpmmgmmuexpenmwmmuhummhmamlsmpmbk‘mmmnfm
flow of oil, gas and water in the porons rock may help very important technical and economical
decisions about the reservoir, like the estimation of oil production, estimation of production time, etc.
Nowadays the numerical methods which are embodied in commercial simulators are based on
cartesian discretization. The irregular shape.of the reservoir and the géological faults are better
represented if a flexible coordinate system is used. Moreover, the application of boundary conditions
are also casier with the aid of boundary-conforming coordinate systems

with the use of boundary-fitted coordinates, and other flexible grids, efforts have
been recently done in the petroléum engineering area. Roson (1989), Sharpe and Anderson (1991),
Forsyth (1991) and Maliska (1990, 1992, 1993), among others, havededacuedw the development of
numerical methods using strucuturéd boundary-fitted grids.

The present paper is a report in one the topics under analysis in a more general reséarch
- program to develop numerical methods, using flexible grids, for petroleum reservoir simulation. The
black-oil model is employed considering the oil and water phases in a two-dimensional framework.
For testing purposes the well known five-spot problem is solved with the aim of evaluating the effects
of the grid orientation when using curvilinear coordinate systems. To demonstrated the ability of the
model in dealing with irregular shape reservoirs, it is simulated the oil/water flow in a reservoir with 2
- injection and 6 production wells.

Mathematical Model
Consider the flow of oil and water in a porous media with porosity. The equations which will
form the mathematical model are obtained realizing a mass conservation balance for each component,

In this case one has oil and water components and the oil and water phases. Neglecting body forces and
the capillarity pressure one obtain the conservation equation for the water and the oil as

s .
V. [h,VP] = %[‘B_j+i° m

Presented at the Fifth Brazilian Thermal Sciences Meeting, Sao Paulo, SP December 7-9, 1984 Technical Editorship:
‘ENCIT Editorial Committee
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s
V. [A,VP) = g[“-’{l +q, @

where the equations represent a volumetric conservation, since both ions were divided by a
standard density, giving rise to the volume formation factor B and B_ . The unknowns of the
equations are the saturation of water and oil and the pressure. Thechmeqmmmthemvm
of the global mass, given by.

8,+8 =1 3)

where A, and A, arc the mobility, given by

KK
:“g = @ @
Bupu

Where k and k_, are the absolute and relative permeability, respectively.

Equations (1), (2) and (3) need to be solved for the unknowns pressure and saturation of
water and oil. There are two well known methods for solving this problem, The first one, the IMPES
method, solves the pressure implicitly and the saturations explicitly. The way to do that is to discretize
Eq. (1) and Eq. (2) for §_ and S, keeping the pressure implicit, and summing the equation up,
obeyingEqG)Thmuﬁmgequwmhmqmﬁmfmpmﬂammwmmm
saturations can be found explicitly.

The other alternative is to replace S, in Eq. (2) by 1 - S_ and solve Eqs. (1) and (2) for
pmnemdwmmﬂmhasimnlhuemuﬁddmmg , Newton's iteration. We have
mmmembmmmmmmwmmmmmmenmumhm
IMPES method and, therefore, it is the model described here.

Pressure Equation: Eq. (1) or Eq. (2). written in a generalized curvilinear coordinate
system has the form

19 q,
ICaE 2Ca:] 3Gan ‘ﬂgﬂ - EF{[¢B T (s}

where the subindex ¢ means water or oil, and the coefficients can be found in Maliska et al (1992). The
already introduced relative permeability K , as a function of saturation, is given by

S

Fro = (M(1-5,)+S,] o
and k, by

ko = 1=Ky Y
where M is the mobility ratio.
Approximate Equations

Integrating Eq. (5) in time and in the control volume shown in Fig. 1, one obtains

S, 8 o
[[¢ ] [‘ :] +S&V [Dua—P*'D g:] [D a_Pq-D ;::I An+
Jat|\ B B, ] 3 *og




A. R. Cunha, C. R. Maliska, A. F, C. Silva and M. A. Liviamento 425

[D,‘-._ +D‘I£].a.z [D —+D“6:I AE (8)

The derivatives are approximated numerically using a central difference scheme, and the
final discretized equation for S_ is

oo N
s = $AV {_AF P}

where the coefficients can be found in Maliska et al. (1992).

+§ o

As already stated, the equation for pressure is obtained by summing the saturation of water
and oil, resulting in.

APPP = AEPE 4 A‘,Pw + .‘\,MI’N + AsPs + ANEPnn +
AnwPnw * AgePsp + AgwPsw 8

The control volume method requires the permeabilities to be calculated at the interfaces of

(10)

. memlme&Amwamﬁmﬁmummmmquammwm

control volume. [n this work an upwind scheme is used, setting which volume is the donor cell
- according if mass enters or leaves the control volume.

In the IMPES method the mobility & and the volume formation factor B are calculated with
the water saturation from the previous iteration level. When iteration is performed, inside the time
level, to updated the mobility and the volume formation factor, the method is called here
SEQUENTIAL, because the equation system is solved implicitly but in sequential way. It is clear that
the IMPES procedure is embodied in the more general sequential formulation. The iterative procedure
is:

1. Set initial pressure and saturation of the reservaoir.

2. Calculate B, and A,

3. Calculate the pressure field through Eq.(10). The MSI (Schneider and Zedan, 1981) is used to
solve the linear system.

4. Using the pressure field calculate the saturation of water and oil.

5. if convergence was not reached recycle from item 2.

6. Sett=1+ At and cycle back to item 2, repeating up to the desired time level.
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Numerical Results

Before presenting the results obtained for a reservoir of complex geometry it is important to
analyse the behaviour of the method in the solution of a known problem. The widely used two
dimensional two-phase test problem is the five-spot pattern, reported by Yanosik and McCracken
(1978), where the imiscible flow with unfavorable mobilities and the piston-type displacement are
solved using cartesian parallel and diagonal grids. Despite the fact that the pyston-type problem have
been also solved, only the results for the imiscible displacement will be reported. Figure 2 shows half
of the curvilinear and the cartesian parallel grids employed in this work.

Fig. 2 Curvilinear and cartesian parallel grids

The data used for the simulation is reported in Yanosik and McCracken (1978) and in
Maliska et al (1993) and, therefore, will not be reproduced here. Figure 3 shows the water saturation
isolines after 0.32 porous volume injected (PVT) for the cartesian diagonal and curvilinear grids.

Figure 4 shows the results obtained in the present work with the curvilinear grid and the
parallel grid (a), and the results of Yanosik and McCracken (1978), using diagonal and parallel grids,
with a 5 point stencil and a two-point upstream scheme for evaluating the permeability at the interfaces.

—— Curvilinear Grid
= = Diagonal Grid

Fig. 3 Iso-saturation lines for 0.32 PVI. Diagonal and curvilinear grids

It was expected that the curvilinear grid would present similar results as the ones obtained wit
the parallel grid, since along the diagonal these grids are similar. This, in fact, does not happens, as can
be confirmed through Fig. 4(a), where these results are shown. This can be explained by the fact that
only along the line joining the wells the paralle] grid is similar to the curvilinear one. For the rest of the
domain, where flows the large percentage of matter, the grid is, in fact, skewed to the flow. The results
of Yanosik and McCracken (1978), Fig. 4(b}, are for a two-point upstream for calculating the
permeabilities, This is the reason why results agree well.

The diagonal grid, by its turn, is largely aligned with the flow, except at the diagonal. This
may be the reason why the diagonal grid shows closer agreement with the curvilinear than the parallel
grid, as can be seen in Fig. 3. Figure 5 shows the results of the present work using cartesian diagonal
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and parallel grids. The results, of course, are not in agreement, showing the existence of grid
orientation effects. The effects, however, in this work, are less pronounced than in the work of Yanosik
and McCracken (1978) (curves not shown here). Not considering the fact that Yanosik and McCracken
(1978) use half control volume at the boundaries, the grids used in this paper and in their work are the
same.

The reason for having less pronounced grid orientation effects in this work may be attributed
to the way the conservation equations are obtained. In the present work, component conservation are
enforced at control volume levels, even for the control volumes at the boundaries. It is not sure that the
same approach is used in Yanosik and McCracken (1978).

As a final result of the five-spot configuration, Fig. 6 shows the porous volume of oil
recovered as a function of water porous volume injected, for the curvilinear grid of the present work
and for the cartesian grid of Yanosik and McCracken (1978), where a 9 points scheme is used. The
results agree well. It is important to point out that, in spite of using 9 points in the curvilinear grid
scheme, it can not to be said that this is a 9-point scheme, since the diagonal neighbours enter the
equation through the cross-derivatives, and not through the interpolation function, which is, in essence,

Fig. 4 Resuits for 0.32 PVI. Present work-curvilinear and cartesian parailel grids (a) and Yanosik and
McCracken - parallel and diagonal grids (b)

As on overall evaluation of the above results one can say that the curvilinear grid suffer
much less of grid orientation effects than the cartesian grids, For other coordinate systems. it is
necessary to employ more elaborate (like 9 points) schemes in order to obtain results with the same
quality as the ones obtained with the curvilinear grid. It must be pointed out, however, that the five-
spot configuration is a naturally adequate configuration for the curvilinear grid used. Not always will
be possible to find a curvilinear grid which fits so well with the flow direction as in this case
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o3 as o 1.4
Displacesble 08 V.
Fig.8 Porous volume of recovered oll

Ta conclude the presentation of the results two-phase flow of oil and water was simalated for
the reservoir shown in Fig. 7, where the curvilinear grid used the location of the injection and
production wells and the geological fault are also shown. Figure 8 shows the iso-concetration after
0.05 and 0.10 porous volume injected for the two injection wells, while Fig. 9 depicts the pressure
variation with time for the production wells. Inspecting Fig. 8 one sees that there is no possibility of

flow through the fault, which forces the flow to go around the fault in order to reach the other region of

the reservoir.

Fig. 8 Iso-saturation after 0.05 and 0.10 PV|
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Fig. 8 Pressure at the production wells

Conclusions

The simulation of the two-dimensional fivo-phase flow in a petroleum reservoir was realized
using boundary-fitted curvilinear grids. The results demonstrated that the model performs well, helps
in alleviating the grid orientation effects and are suitable for simulating petroleum reservoirs of
arbitrary shape. Geological faults can be also easily modelled using this type of grid. The use of
boundary-fitted grids is a new topic of research in petroleum reservoir simulation and the results
encourages further developments. Currently the model is being extended to admit the gas phase in
order to simulate the complete black-o0il model,
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Abstract

Expansion devices are one of the four major components of vapor compression refrigeration systems and small
sysiems use capillary tube as this device. Today, a capillary tube-suction line heat exchanger geometry (ct-sl
hx) is used in almost all household refrigerators, Capillary tube-suction line heat exchangers were tested in this
work with refrigerant HFC-134a that has emerged as the primary condidate for CFC-12 replacing.
Keywords: Capillary Tube-Suction Line Heat Exchanger, Refrigerant HFC-134a

Resumo

Este trabalho apresenta levantamentos experimentais em trocadores de calor tubo capilar-linha de sucglo com o
refrigerante HFC-134a, principal candidato 4 substituigiio do CFC-12 em refrigeradores domésticos. A
instalagiio experimental, construida para testes de tubos capilares adiabéticos ¢ trocadores de calor tubo capilar-
linha de sucgdo, utiliza uma bomba, a0 invés de compressor, Os valores de vaziio méssica ¢ temperatura
medidas foram comparados com os resultados previstos por um modelo para simulagio numérica previamente
desenvolvido.

Palavras Chave: Trocador de Calor Tubo Capilar-Linha de Sucgfio, Refrigerante HFC-134a

Introducéo

Dispositivos de expansiio, junto com o compressor e os trocadores de calor (evaporador e
condensador) so os componentes bisicos de sistemas de refrigeragio por compressfio de vapor.
Sistemas selados com compressores herméticos ¢ com capacidade de refrigeragio até 35 KW (Ashrae,
1988), usam um tubo de pequeno didmetro (0,5 a 2,0 mm) e grande comprimento (1 a 6 m), chamado
de tubo capilar, como dispositivo de expansfo. Exemplos destes Gltimos sistemas sfio os
refrigeradores domésticos e as unidades compactas de ar condicionado. As principais vantagens
destes dispositivo de expansio de geometria fixa, comparado com uma vélvula de regulagem de
pressio, sdo seu baixo custo e a equalizag¢do de pressdio proporcionada quando o sistema estd
desligado, o que reduz o torque de partida do compressor.

Nos refrigeradores domésticos, uma parte do comprimento do tubo capilar ¢ colocada em
contato com a linha de sucgiio do compressor formado um trocador de calor em contracorrente
denominade trocador de calor tubo capilar-linha de sucgfio. Esta alternativa proporciona um aumento
da capacidade de refrigeragiio devido 4 diminui¢io do titulo de vapar do refrigerante na entrada do
evaporador (Percira et al., 1988).

Devido a uma ironia da histéria, os CFCs que foram desenvelvidos para substituir outros
fluidos refrigerantes considerados toxicos, deverfio ser eliminados, em fungio do sew impacto sobre o
meio ambiente, em um curto prazo de tempo, conforme estabelecido no Protocelo de Montreal.
Virios setores industrias serdio afetados, principalmente o de refrigeraciio ¢ ar condicionado que
devera gerar, nos proximos anos, alternativas a utilizagiio de CFCs.
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Neste trabalho foi analisado experimentalmente o desempenho de trocadores de calor tubo
capilar-linha de sucgio utilizando o fluido refrigerante HFC-134a, tido como o mais provével
substituto do CFC-12 em refrigeradores domésticos.

Levantamentos Experimentais Prévios

A grande maioria das unidades experimentais relatadas na literatura aberta, foi construida
utilizando o ciclo de refrigeragdo por compressiio de vapor para a andlise de tubos capilares adiabéticos
(sem troca de calor com a linha de sucgio). Algumas modificagdes em relaglo a um ciclo padrio, tais
como o uso de dois compressores em paralelo ¢ véilvuolas de "by pass”, foram introduzidas com o
objetivo de controlar independentemente as varidveis que afetam o escoamento no inferior do tubo
capilar. No caso de tubos capilares adiabaticos estas varidveis sdo pressdio de entrada ¢ saida ¢
temperatura ou titulo de entrada no tubo capilar,

Em fungo da interdependéncia destas varidveis, mesmo com as transformagdes realizadas,
nem sempre & possivel 0 seu ajuste independente, além disso, existe a dificuldade de obtengdo do
regime permanente desejado para as condigdes de teste (Kuehl e Godschimdt, 1991). Um aspecto
positivo desta alternativa € a sua facilidade de montagem ¢ operaglo devido 4 utilizagio de
equipamentos padres, de produgio seriada, da indistria de refrigeragdo.

Uma alternativa ao ciclo de comprcss&o de vapor, utilizada em algumas investigagdes
experimentais, foi o uso de processo descontinuo tipo "blow-down". Nesta configuragaio, a seqiio de
teste ou tubo capilar a ser ensaiado ¢ colocado entre dois reservatérios, um de "alta” e um de "baixa”
press#io ¢ o refrigerante escoa através do tubo capilar durante um determinado periodo definido pela
capacidade dos reservatdrios. Exemplos desta alternativa envolvem desde simples sistemas
construidos, na época em que os CFCs eram baratos e nfio estavam associados a danos ao meio
ambiente, conectando-se uma extremidade do tubo capilar na saida do préprio reservatorio utilizado
para armazenamento de refrigerante e a outra aberta para a atmosfera (Whitesel, 1957), quanto
sistemas "fechados" nos quais o refrigerantc armazenado no reservatdrio de "baixa" pressio, apos a
expansiio através do tubo capilar, é retornado novamente ao reservatorio de "alta" pressdo (Mikol,
1963, Pate, 1982, Bittle, 1993). Esta op¢do de instalaglio experimental tem a vantagem de permitir o
adequado controle das varidveis énvolvidas no processo, principalmente da pressdo de entrada no tbo
capilar, mas apresenta a desvantagem do alto valor da carga de refrigerante a ser utilizada, devido & sua
caracteristica de processo descontinuo, e de exigir uma instalagiio mais complexa no caso da simutagio
do trocador de calor tubo capilar-linha de sucgfio para o controle de escoamento de vapor de
refrigerante & baixa temperatura que resfria o tubo capilar,

Unidade Experimental Construida

No presente trabalho, a concepgdo utilizada na unidade experimental desenvolvida foi
reproduzir as vantagens de um ciclo de compressdo de vapor padriio, com operagiio continua, sem as
suas desvantagens principais mencionadas acima. Com o objetivo de obter escoamento de refrigerante
puro ou misturas controladas de refrigerante ¢ 6leo, ¢ utilizada uma bomba, ao invés de compressor,
para movimentagdo e pressurizagio de refrigerante.

Como, ao contririo do que ocorre um compressor onde o refrigerante ¢ comprimido na fase
gasosa, o refrigerante tem que estar na fase liquida pa entrada da bomba, a instalagiio foi projetada de
forma a prover esta condigiio através de sistemas auxiliares, assim o refrigerante, apés a saida do tubo
capilar, € condensado ¢ subresfriado antes da entrada da bomba.

A unidade experimental foi construfda no ACRC (Air Conditioning and Refrigeration
Center, University of Illinois at Urbana-Champaign, USA.), ¢ simula as condigbes operacionais
encontradas na prética por tubos capilares adiabéticos e por trocadores de calor tbo capilar-linha de
sucgdio. A unidade € constituida de trés sistemas.

Sistema principal: O sistema principal é formado pelo cireuito de refrigerante a ser testado
como fluido de trabalho envolvendo a segfio de teste, a bomba ¢ o acumulador de refrigerante liquido

que simula o evaporador, ¢ a instrumentagio para mediglio de vazfio, pressio e temperatura. Envolve
também os subsistemas de aquecimento, utilizados no controle do subresfrimento na entrada do tubo
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capilar, no reservatério para evitar oscilagdes na pressdo do refrigerante na salda da bomba, e no
acumulador para a evaporagio ¢ superaquecimento do refrigerante no acumulador da linha de sucgéo,
A segio de teste foi dotada de visores de vidro que permitem uma observagio visual do escoamento a
montante e a jusante do turbo capilar, Um esauema do sistermna principal pode ser visto na Fig. 1.

1C - Trocador de Calor
V3V - Vilvula de 3 Vias

R tubo capilar g

troc. de calor te-ls

| aquecedor “linha de ucgBo” s

Fig. 1 Unidade experimental construida para teste de tubos capilares adiabaticos e ndo-adiabéticos (tc tc-Is)

O refrigerante apds a sego de teste € condensado e resfriado a pressio constante no trocador
de calor TC-C e no tanque de controle de pressdo, descrito na segdo seguinte. A valvula de trés vias
colocada apés o tanque, V3V-A, permite que o refrigerante liquido tanto possa ir para o trocador de
calor TC-A, localizado antes da bomba, quanto para o acumulador-aquecedor. Esta configuragio
possibilita o teste de tubos capilares adiabéticos ou de trocadores de calor tubo capilar-linha de sucgo.
No caso de teste de trocadores de calor tubo capilar-linha de sucgio, o refrigerante se dirige ao
acumulador aquecido por uma resisténcia elétrica, onde evapora e escoa para o trocador de calor te-ls,
resfriando o tubo capilar. Para ser condensado e subresfriado, o-vapor superaquecido na saida da linha
de sucgdo ¢ enviado ao trocador de calor TC-C diretamente ou, dependendo do valor do
subresfriamento necessdrio na entrada da bomba, passa pelo reservatorio de etileno-glicol antes de se
dirigior ao trocador de calor TC-A, Este processo ¢ controlado através-das vibalas de trés vias V3V-B
e V3V-C. Apds a bomba, o refrigerante passa pele medidor de vazio ¢ entra novamente no tubo capilar
fechando o ciclo. O controle de vazdo e pressdo do refrigerante ¢ feito através de uma véalvula de "by-
pass" localizada entre a saida da bomba e o trocador de calor TC-A.

Circuito de etileno-glicol: O segundo sistema € formado por um circuito de etileno-glicol
contendo um tanque de refrigerante, um reservatoério de etileno-glicol, uma bomba e dois trocadores de
calor coaxiais com R-502. A fungio do reservatério de etileno-glicol resfriado & baixa temperatura ¢ a
condensagdo do refrigerante, controle da pressiio na saida do tubo capilar e a condensagdo do vapor de
refrigerante apos a linha de sucgdo. O sistema foi projetado para ter uma mistura liquido-vapor de
refrigerante superaquecido no tanque, de forma que a pressio é controlada através de temperatura. Isto
¢ feito através da troca de calor com o etileno-glicol & baixa temperatura, auxiliado pelo trocador de
calor localizado antes do tanque (TC-C) que possibilita a obtengiio de temperaturas mais baixas. O
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resfriamento do etileno-glicol ¢ feito utilizando uma bomba para circula-lo através do trocador de calor
com R-502 (TC-B) e o controle da sua temperatura ¢ auxiliado por uma resisténcia elétrica colocada na
linha entre a bomba ¢ o reservatrio,

Sistema de refrigera¢iio com R-502: O terceiro sistema € formado por um circuito de
refrigeragio por compressdo de vapor, utilizando R-502 cemo fluido de trabalho, envolvendo
compressor, vilvula de expansio, condensador e trés cvaporadores. Através destes evaporadores, que
580 os trocadores de calor TC-A TC-B e TC-C mencionado anteriormente, este circuito fornece a carga
de resfriamento necessirio para: a) resfriamento do etileno-glicol, b) subresfriamento do refrigerante
liquido na safda do tanque de controle de pressio e antes da bomba, c) auxiliar a condengasdo e
controle da pressdo do refrigerante na saida do tubo capilar,

O valor da carga de refrigeragio fomnecida pelo sistema de R-502 ¢ controlado através da
vilvula de expansiio, localizada antes do trocador de calor TC-A ¢ utilizando-se um dispositive de
controle da rotaglio do compressor através da variagho de freqiiéncia da alimentagio. Uma funciio
adicional do sistema de refrigeragfio R-502 é aquecer o refrigerante antes da entrada do tubo capilar de
forma a auxiliar o controle do subresfriamento. Isto € feito utilizando-se um "by-pass” na saida do
compressor que devia uma parte de vapor R-502 a alta temperatura para um trocador de calor coaxial
colocado antes da segiio de teste,

Instrumentagio: Foi utilizada para a medigo da vazdo méssica do refrigerante escoando no
interior do tubo capilar um medidor por forga de Coriolis com preciséio de 0,4%

Para a medida da pressfio manométrica do refrigerante na entrada e saida do tubo capilar,
foram empregados transdutores de pressdo capacitivos. A pressio atmosférica no local dos ensaios foi

obtida através de um bardbmetro de merciirio ¢ corrigida para compensar cfeitos de lemperatura ¢
gravidade do local. A precisdo das medidas de pressio é de £0.04 bar,

Termo pares tipo T (cobre-constantan) foram utilizados para a medigdo das temperaturas na
segdo de teste € em outros pontos da unidade experimental, com precisio de +0,2C.

Levantamento Experimentais Realizados

Visando a caracterizagho experimental do desempenho de trocadores de calor de tubo
capilar-linha de sucglio com o refrigerante HFC-134a, foram realizados levantamentos experimentais
em dois trocadores de calor, um composto de tubos laterais ¢ outro de tubos concéntricos, com as
caracteristicas geoméiricas apresentadas na Fig. 2,

Foi medido o didmetro interno médio do tubo para cada um do trocadores de calor. O método
utilizado foi a determinagdo do volume interno do tubo capilar através do seu enchimento com um
fluido de massa especifica conhecida. Para evitar erros de medigio devido a existéncia de "vazios" no
interior do tubo capilar foi utilizado o dlcool isopropil 70% que tem um baixo valor de tensio
superficial. A medigo da massa de dlcool no tubo capilar foi realizada utilizando uma balanga com
leitura de 0,01 g de fundo de escala. O valor encontrado para o didmetro médio do tubo capilar foi de
0.813 mm, dentro, portanto, da tolerdncia de 0,025 mm estabelecida pelo fabricante do tube.

As unidades testadas foram isoladas termicamente utilizando material apropriado para
tabula¢des de refrigeragiio constituido por elastdmero com codutividade térmica igual a 0,043 W/m K.
A espessura do isolamento utilizada foi de 50 mm.

Para o trocador de calor constituido por tubos laterais, além da medigdo da vazio de
refrigerante pressiio de¢ entrada e presso no reservatorio de saida, foram medidas as temperaturas de
parede ao longo do tubo capilar e a temperatura do refrigerante na linha de sucgdo, na entrada do
trocador de calor. Foram medidas as temperaturas na parede do tubo capilar, devido 4 impossibilidade
do uso de técnicas convencionais para a medigfio da temperatura do fluido refrigerante em fungio do
pequeno didmetro do tubo capilar, Considerando o alto valor do coeficiente de transferéncia de calor
convectivo do refrigerante, na faixa de 8000 W/m2. K, a temperatura de parede ¢ muito préximo da
temperatura do refrigerante. Os cabos dos termopares foram conectados A parede do tubo usando um
adesivo a base de epoxi metilico ("aluminum-epoxy™).

Antes da fixagio, o local do termopar no tubo foi limpo com acetona e o cabo do termopar foi
enrolado no tubo vérias vazes, de forma a evitar conduglio axial de ealor, neste cabo, anulando o eféito
aleta que influenciaria as medidas.
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Para o trocador de calor constituido por tubos concéntricos, foram medidas as temperaturas
de parede do tubo capilar nas regides de entrada ¢ saida do trocador de calor .

Dy @ 3
tubo capilar
Q linha de sucgio 6[)1!
—

diametro interna mominal twbo capilar—0. 78 Tmm
didmetro externo nominal tubo capilar=2. 06mimn
didmetro interng nominal linha de sucg@o=6.314mm
Loy =533mm L =1003mm Lo =52 tmm

Fig. 2 Trocadores de calor tubo capilardinha de sucglio testados

Resultados Obtidos

Um dos objetivos da realizagiio dos levantamentos experimentais descritos no presente
trabalho foi a validagdo de um modelo de simulagio numérica de trocadores de calor tubo capilar-linha
de sucgdo apresentado pelos autores em trabalho prévio (Peixoto e Silvares 1993).

Os resultados obtidos nos levantamentos experimentais realizados foram, basicamente, a
vazfio massica de fluido refrigerante escoando no tubo capilar, para determinadas condigdes de entrada
¢ salda no tubo capilar ¢ linha de sucgdio, e o perfil de temperatura conforme descrito no item anterior.
A seguir sdo mostrados alguns dos resultados experimentais obtidos ¢ das comparacdes com os valores
previstos pelo modelo matemitico de simulaglio, sendo que o conjunto completo dos dados
experimentais obtidos é apresentado em Peixoto(1994),
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Fig. 3 Comparagdo da vazio méssica calculada pelo modelo com a vaziio massica medida [Pent=1400 KPa)
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Fig. 4 Comparacdo da vazio massica calculada pelo modelo
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Fig. 5 Comparagdo da vazio méssica calculada pelo modeio
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HFC-134a; DTsub=9,0°C; Tls ent=-1,0°C

—%— medida

15 ——*— caloulads

posiciio (m)

Fig. 7 Comparagio entre o perfil de temperatura da parede do tubo capilar medido e calculado pelo modelo
matemético (trocador de calor tubos laterals Pent=1150KPa)

Conclusdes

Conforme pode ter observado nas figuras apresentadas os valores de vaziio missica
calculados pelo modelo para a configuragio trocador de calor wbos laterais, na maioria dos casos sdo
maiores gque os valores medidos. A diferenga média ¢ a diferenga méxima, entre os valores medidos e
os calculados, sdo de 8,0% e 15,9% respectivamente. Para o trocador de calor constituido por tubos
concénlricos, o comportamente dos valores caloulados pelo modelo matemdtico € o inverso. Os
valores de vazdo calculados sfio menores que os valores medidos. Para esta configuragio do trocador
de calor, a diferenga média e a diferenga méxima, entre os valores medidos ¢ os calculados, sio de
9.7% e 20,0%, respectivamente.

As diferengas existentes entre os valores medidos experimentalmente e calculados pelo
modelo estdo relacionadas com as hipéteses adotadas na formulagdo do modelo. Estudos tedricos e
levantamentos experimentais adicionais estdo em realizagio para a validagio do modelo numa faixa
mais ampla de parimetros operacionais ¢ geométricos e para o aumento da sua preciséo.
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Abstract

A recently developed liquid vaporization model for multicomponent droplets has been enhanced in order to
study the effect of thermal radiation absorption in binary droplet vaporization. The possible coupling between
radiation absorption and droplet microexplosion is also investigated. The results show that radiation absorption
can influence droplet vaporization in combustion environments and might explain some experimental findings
on microexplosion phenomena. The vaporization model including radiantion absorption also predicts the
experimentally-observed sparkle at the end of droplet combustion (flash vaporization).

Keywords: Vaporization, Multicomponent Droplets, Droplet Microexplosion, Thermal Radiation Absorption

Introduction

The explosive vaporization of multicomponent mixtures has been predicted theoretically
(Law, 1978) and confirmed experimentally (Lasheras et al, 1980, Wang and Law, 1985, Wang et al.,
1894) for a low Reynolds number droplet. Recently, the vaporization and microexplosion of burning
methanol-dodecanol mixture droplets has been observed at low gravity conditions (Yang et al., 1990),
which eliminates buoyancy effects. There is agreement among experimental and numerical
investigators that the basic causes of microexplosion are the different rates of thermal and mass
diffusion and the volatility differential between the mixture components. The predicted trends of
necessary volatility differentials and influence of concetration and pressure have been verified by
experiments {Lasheras et al., 1980, Wang and Law, 1985, Wang et al., 1984). However, the radial
positions at which bubbles are formed are murch closer to the droplet center than the conventional
diffusive model predicts (Wang et al.. 1984). Another interesting observation is the fact that alcohol-
alkane mixtures undergo explosive vaporization only if the alcohol is the more volatile component
(Wang and Law, 1985). This might be explained by the non-ideality of the liquid mixtures, since non-
ideal mixture tend to present a lower nucleation temperature than that obtained by the molar-weighted
average of the pure component nuclueation temperatures. Another interesting experimental fact is that,
when no disruptive buming occurs, the combustion of pure substance or mixture droplets ends with a
weak sparkle. This was believed to be caused by the microexplosion of the very small droplets due to
the presence of heavy impurities in the fuels (Wang and Law, 1985, Wang et al., 1984). Recent
simulation results (Lage et al., 1993) indicate thal microexplosion is a resull of [lash vaporization
which does not require the presence of impurities in a binary droplet in order to occur.

Recently, a diffusive liquid vaporization model for multicomponent droplet vaporization has
been developed (Lage et al., 1993). It includes: spatially and time dependent density, the interdiffusion
term in the energy equation, variable properties, and non-ideal phase equilibrium. This model predicts
o faster vaporization than that predicted by the conventional diffusive model (Law, 1978). This is
mainly due to the presence of a radial velocitv caused by the thermal expansion of the droplet, This
model is also able to predict the weak sparkle at the end of the combustion of a multicomponent
droplet (Lage et al., 1993), Another vaporization mode) that includes spatially variable density and
especific heat of liquid-phase is the one recently developed by Megaridis (1993) for a convective
environment. The inclusion of these property variations also promotes a faster droplet vaporization,
caused mainly by the thermal expansion, as has been anticipated by Lage et al.(1993),
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The influence of radiation absorption in monocomponent droplet vaporization has been
extensively analyzed (Lage and Rangel, 1993b, Park and Armstrong, 1989, Tuntomo, 1990). A
criterion has been proposed to determing the influence of thermal radiation absorption in droplet
vaporization (Lage and Rangel, 1993b). However, the interaction between radiation absorption and
microexplosion phenomena in multicomponent droplet vaporization is not well understood.

Is this work, the diffusive model previously developed is improved by the addition of
radiation absorption effects. The new model is used to verify the importance of thermal radiation
absorption in multicomponent droplet vaporization. Using this model, the possible interaction
belween droplet microexplosion and radiation absorption in multicomponent droplet vaporizartion.
Using this model, the possible interaction between droplet microexplosion and radiation absorption is
analyzed. The non-ideal behavior of the liquid mixture is considered both in the phase equilibrium at
the surface and in the superheating femperature calculation.

Vaporization Model

The diffuse vaporization model is fully described in a previous paper (Lage et al., 1993). It
solves the mass species, and energy conservation equations for the binary droplet, including physical
property variations with lemperature and concentration and the non-ideal equilibrium at the droplet
surface, Here, this model is extended to include radiation absorption inside the droplet. For the
stagnant droplets considered here, the pas-phase model is the film theory (Bird et al., 1960). The non-
ideal equilibrium at the droplet surface is calculated using the liquid-mixture activity coefficients
determined by Wilson's equation (Ohe, 1989).

The absorption of thermal radiation can be calculated by electromagnetic theory if the
trradiation characteristics and the mixture optical properties are known (Lage and Rangel, 1993a,
Mackowski, 1990). However, the irradiation characteristics (intensity and angular distribution) and the
mixture optical properties are often unknown. Thus, some assumptions have to be introduced. Previous
results for monocomponent droplet vaporization (Lage and Rangel, 1993b) have shown that the
radiation absorption may be approximated by a uniform source term inside the droplet. Using this
hypoethesis, only one parameter, the droplet absortivity . is needed in the analysis. Thus, it seems
convenient 1o use a parametric study to analyse the mfluence of radiation absorption in the
vaporization process. The paramelric study was carried out by choosing the droplet absortivity in the
range obtained in previous works (Lage and Rangel, 1993a, 1993b) at conditions similar to those
prevailing in combustion environments. Further details of the analysis are given elsewhere (Lage,
1992, Lage et al., 1993).

Superheating-Limit Calculation

The homogeneous nucleation theory is used to determine the kinetic limit of superheating of
a liguid in the absence of any surface or solid matter (active sites), Sripov (1974) gives a description of
the several existent theories for nucleation, Several authors have exetended the homogeneous
nucleation theory to multicomponent mixtures (Avedisian and Glassman, 1981, Blander et al., 1971,
Holden and Katz, 1978, Pinnes and Mueller, 1979). The calculation of the kinetic limit of superheating
given here closely follows that given by Avedisian and Glassman ( 1981). Two modifications have been
introduced: (1) the partial molar volume of each component is calculated by correlations based on
experimental values of the molar volume of the pure substance, since it is known that the Peng -
Robinson equation of state does not give accurate liquid volumes, and (2) a pseudo-critical
temperature is used in the Gibbs number definition instead of the mixture temperature, following the
findings of Lienhard and Karimi (1981) and Biney et al. (1986). Thus, the kinetic rate of nucleus
formation, J, is given by

J = NBexp(Gb) (n

where N is the number density of liquid molecules, B is the evaporation rate constant and Gb is the
Gibbs number, as given respectively by
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where,N,  is the Avogadro number, v is the molar volume,R, is the gas constant kg is the Boltzmann
constant,subscript i indicates each species, y; mﬂwgasmolarﬁaﬁon. M; . is the molecular weight, ©
is the mixture surface tension, P- is the liquid-phase pressure, T o 2_1 y,T,; s the mixture

pseudo-critical temperature and p = E:“ P, is the mixture pressure, for the partial pressure of
cach component, P; given by
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where P, is the pressure and y;, is the vapor composition at a plane vapor-liquid surface at equilibrium.
The phase equilibrium was calculated vsing the Wilson's equation for the liquid phase activity
cocfficients and the Peng-Robinson equation for the vapor phase fugacities. Equation (5) corrects for
the partial pressure inside the bubble, assuming that the partial molar volume is pressure independent
and that the vapor phase fugacities inside the bubble are the same as those for the vapor-liquid
equilibrium through a plane surface (Avedisian and Glassman, 1981). Once the process is specified,
the nucleation rate is estimated and the superheating limit is calculated by the above equations.

Numerical Solution

The control-volume method (Patankar, 1980) was used to discretize in space the partial
differential equations of the vaporization model. The resulting system of ordinary differential
equations are numerically integrated using DAWRS (Differential-Algebraic Wave form Relaxation
Solver) (Secchi et al., 1991). The DAWRS algorithm automatically controls the precision in the time
integration, while the number of control volumes were varied until converged results for temperature
and conceniration were obtained. The resulis shown below are, ar least, 1% accurate. Analysis of
convergence characleristics of this method is given in a previous work (Lage et all., 1993).

Results and Discussion

A heptane-methanol mixture, for which an almost complete set of data is available from
different sources (Gallant, 1968, Melhem et al., 1989, Ohe, 1989, Reid et al., 1987, Vargaftik, 1975),
was chosen. Moreover, this mixtore is highly non-ideal and it resembles the methanol-gasoline
mixture, due to its similar physical properties, In the following, computational results will be shown
for the vaporization of droplets with an initial radius of 50 pm , initial temperature of 300 K and initial
heptane mass fraction of 0.5, in a stagnant environment al 800 K and 10 atm. The reference
temperature, T, is 400 K and the reference properties are the initial mixture properties, The incident
thermal radiation is assumed to be isotropic and with the Planck's distribution at 2000k. This
temperature is as high temperature (comparing to the environment temperature) to be nsed as a
reference blackbody temperature m a combustion environment, However, it was chosen to intensify
the amount of energy absorbed by the droplet in order to verify if there is any coupling between
radiation absorption and droplet microexplosion. It should be noted that the mixture analyzed has a
small volatility differential, and it should undergo explosive vaporization only at severe conditions,
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The phase equilibrium diagram of the n-heptane-methanol mixture at 10 atm is shown in Fig.
1. It has been calculated by using the Wilson's equation for the liquid-phase activities and the Peng-
Robinson equation for the gas phase fugacities (Melhem et al., 1989, Ohe, 1989). This mixture shows
an azeotropic point at a heptane molar fraction of about 0.26.

From the vaporization results given in Figs. 2 and 3, the droplet lifetime for the 50 pm -
droplets considered here is about 20 ms (which correspondsto 1 = o' / 1{1 ~ 1 ,where the subscript
o indicates the initial conditions). The time available for homogeneois nicleation, t,, should be two
orders of magnitude lower to insure nucleation during the period of time where the droplet is at a high
temperature. Thus, t, is of the order of 0.2 ms. An error in this order of magnitude analysis is not too
important, because the superheating limit is quite insensible to the J value used in itsjca.lculation. Using
the droFlet volume, the nucleation rate may be estimated by J~3/(t 4nR”) and the value

3~ 101%m s lis thus obtained. The superheating limit predicted for this mixture at 10 atm using
the above value of ] is also shown in Fig. 1. From this figure, it is clear that microexplosion is very
unlikely in the n-heptane-methanol mixture at these conditions. This conclusion is supported by the
fact that the maximum temperature in the phase equilibrium diagram (n-heptane boiling point) is only
8K above the minimum value of the superheating ig limit. It is worthy noting that there is a minimum
in the kinetic superheating limit which is near the azeotropic point of the mixture. This kind of non-
ideal behavior might be responsible for the larger tendency to microexplosion shown by non-ideal
mixtures.
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Fig. 1 Phase-equilibrium diagram of the n-heptane-methanol mixture at 10 atm, including the kinetic
superheating limit

Figures 2 to 6 show the simulation results for droplet vaporization with radiation
vaporization, considering droplet absorptance values of 0, 0.10, 0.25, 0.50. Figure. 2 shows the time
variation of the dimensionless droplet radius, p = R/R_ . It is clear that radiation absorption is quite
important in the vaporization process in this case. Although this is not always true, the importance of
radiation absorption in droplet vaporization should be verified through the criterion proposed by Lage
and Rangel (1993b). Figure. 3 shows the time variation of the droplet surface and center temperatures,
©=(T - T,M(T, - T,) (and the subscript s indicates surface values). For all cases with radiation
absorption, the center temperature exceeds the surface temperature after the fast transient surface
heating, Thus, the maximum temperature location changes from the surface to the droplet center during
the droplet vaporization. This can be easily seen in Fig. 4, where the temperature profile during
vaporization is shown for the o, = 0.25 case. This behavior can explain the experimental fact that
microexplosion usually begins nearer the surface than the radial position predicted by the conventional
diffusive vaporization model (Law, 1978). Figure. 5 shows the mass fraction concentrations, Y, of n-
heptane at the center and surface of the droplet. From Figs, 3 and 5, it can be seen that the droplet
center, while still at the initial composition, reaches a temperature of about 450K ( @, = 0.25 and
0.50). Although this temperature is much higher than the mixture boiling point at Y =?J.5, it is well
below the minimum value of the superheating limit. Thus, microexplosion will not occur under these
conditions, at least, through homogeneous nucleation,
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Fig. 3 Vaporization of an n-heptane-methanol droplet: dimensionless center and surface temperature
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Fig. 5 Vaporization of an n-heptane-methanol droplet: surface and center n-heptane mass fraction

Figure 6 shows the time variation of the droplet vaporization rate, m. There is a sharp
increase of this rate at the end of the droplet lifetime in all cases. This is the beginning of the flash
vaporization process (Lage et al,, 1993), when the surface temperature reaches its bubble point, which
is also larger than the bubble point of all the mixture inside the droplet. Thus, the droplet vaporizes
almost instantaneously. This phenomenon is believed to cause the weak sparkle at the end of the
combustion of a multicomponent droplet (Lage et al., 1993). It should be noted that an increase in the
irradiation intensity or in the droplet absorptance does note necessarily cause microexplosion. This is
due to the occurrence of flash vaporization before the droplet interior reaches the superheating
temperature. Thus, in order to mocroexplosion occurs, there must exist a sufficiently large volatility
differential, even when radiation is absorbed by the droplet. This conclusion is not valid for very large
irradiation intensities (lasers), because the droplet surface is not at equilibrium and, thus, the model
used is not applicable.
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Fig. 6 Vaporization of an n-heptane methanol droplet: vaporization rate
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Conclusions

A recently developed liquid vaporization model for multicomponent droplets (Lage et al.,
1993) has been used in this work to study the effect of thermal radiation absorption in binary droplet
vaporization.

The possible coupling between radiation absorption and droplet microexplosion is also
investigated. From this analysis, the following conclusions can be drawn:

*  Although the model does not predict a microexplosion of the methanol-heptane droplet, in the
conditions analyzed, the temperature increase in the droplet center due to radiation absorption
could have led to heterogeneous nucleation in the presence of a nucleation site (a solid
impurity). Moreover, in the case of other mixtures with large volatility differentials, the
radiation ~induced increase of the droplet temperature may reach the superheating limit being
decisive for the occurrence of microexplosion through homogeneous nucleation. Thus, the
importance of radiation absorption by the vaporizing droplets in a combustion environment
should always be assessed, especially for multicomponent droplets.

= The absorption of radiation changes the position of the maximum temperature from the surface
1o the center of the droplet during-vaporization. This may explain the experimental fact that
bubble initiation preceding microexplosion usually occurs near the droplet center.

+ For the irradiation intensities prevailing in combustion enviromments, the increase in the
radiation absorbed by the droplet does not necessarily promote microexplosion (even for very
high irradiation temperature and droplet absortivity), In the cases analyzed, flash vaporization
occurs before the droplet reaches the superheating temperature. Thus, even when there is a
substantial amount of radiation absorbed by the droplet, a sufficiently large volatility
differential is still essential for the occurrence of microexplosion of a multicomponent droplet.

It is believed that the complete understanding of the microexplosion phenomenon
necessarily goes through a detailed examination of the non-ideal behavior of the fuel r 'xture and the
consideration of thermal radiation heat transfer to the droplet.
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Abstract

Experimental results on adiabatic evaporation of superheated dodecane are presented. Saturated dodecane was
suddenly exposed to a low pressure envirenment by rupturing a diaphragm. An evaporstion wave started at the
liquid free surface and propagated into the metastable liquid. Pressure and temperature traces as well as velocity
of propagation of the disturbance are reported for several experimental conditions.

Keywords: Adiabatic Evaporation, Superheated Dodecane

Introduction

When a pressurized liquid is abruptly exposed to a low pressure environment, the fluid
pressure may be reduced far below saturation without immediate boiling. After a brief time delay, the
depressurization process is followed by rapid cvaporation of the metastable liquid. The explosive
character of this process has been the cause of some industrial accidents (Reid, 1976 and 1983). Under
certain conditions, the liquid will evaporate in a wave-like process, that is, an interface or wave moves
into the undisturbed metastable liquid and a two-phase mixture is observed downstream of the wave
front. This type of liquid-vapor phase transition has been observed in our experiments and by others
(Tener, 1962, Grolmes and Fauske, 1974, Chaves in Thompson et al. 1987; and Hill, 1991). This
phenomenon seems to be dependent on several factors, such as the nature of the substance, degree of
superheat, condition of the container walls and depressurization time scale. Highly superheated liquids
(near or al the spinodal) can show explosive features and Shepherd (1981) has shown that an
gvaporation wave process can occur on a smaller scale within superheated droplets (see also Shepherd
and Sturtevant, 1982), Moderate superheating, appreciably less than the superheat limit, can give rise
either to evaporation waves, as analyzed in this paper, or to evaporation due to heterogencous
nucleation at the container walls. Finally, al very low superheats, ordinary boiling occurs.

This paper reports experiments carried out with saturated dodecane at temperatures ranging
from 180°C to 300°C. As discussed in our previous work (Simdes Moreira et al., 1993), the choicz of
dodecane is related to the theoretical possibility of obtaining a complete evaporation wave in one-
dimensional experiments. This is because of the high specific heat of a substance such as dodecane,
which displays retrograde behavior. A detailed discussion is given in Simdes Moreira (1994).
Evaporation waves are essentially adiabatic phase transition processes. and the latent heat is supplied
from the energy stored in the metastable liquid. Other lerms used to designate this phenomenon are
builing discontinuilies or builing shucks (Labuntsov and Avdeev, 1981 and 1982), boiling front
propagation, BFP (Das et al,, 1987) or flash boiling by others, Applications of this phenomenon
include fuel injection systems, loss-of-coolant accidents in nuclear plants, power industry and
chemical plants as well as any other systems where rapid decompression can occur.

Experimental Setup

A schematic diagram of our facility can be seen in Fig. 1, The test liquid was contained in a
glass tube, whose dimensions were 340 mm long by 15 mm diam. Glass was chosen because its
surface was smooth enough to suppress undesirable hetérogeneous nucleation and it also it also made
photographic documentation of the phenomenon possible. Circulation of hot air in a square glass
jacket partially enclosing the cell was used to heat the system to the desired temperature. The source of
hot air was two "heat guns”, modified to have the power input controlled by independent rheostats, To
ensure the uniformity of the initial temperature, a thermocouple was traversed within the test cell, and
the heat supply was adjusted as necessary. A diaphragm (made out of kapton in most experiments and
aluminum in a few cases) closed the top part of the cell and served 1o isolate the test liquid from a low-
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pressurc chamber. Each experiment consisted in discharging about 50 cm® of liquid dodecane. The
experiment began by picrcing the dln?hmgm which quickly exposed the slightly compressed liquid to
the low pressure reservoir (0.227m”). This was accomplished by using an arrow with sharp knife
blades (four) driven by a compressed air piston actuated by a solenoid valve. The blades were at a
shallow angle to the horizontal (5°) so that the total piercing time of the diaphragm was in the order of
a few milliseconds. Substantial efforts were made to suppress nucleation at the bottom of the cell. The
solution consisted in cooling the bottom portion of the test cell and allowing it to protrude below the
heated section.

Pressure transducers were located at the bottom of the cell and near the cell exit. The bottom
transducer was mounted flugsh with the flange. The exit transducer was mounted remotely in a small
aluminum block and water cooled to prevent thermal damage. The exit pressure signal was transmitted
through a small steel tube from the test cell to the pressure transducer. Exit temperatures were abtained
using a T-type thermocouple with a bead of diameter 0.6 mm. Signals were amplified and then
recorded using a personal computer. We obtained simultaneous still photographs using two cameras
and a short-duration (0.5 18) light source. One camera imaged a front view of the test cell and the other
was oriented at 30° to the evaporation wave plane. The light triggering signal came from a photosensor
that was illuminated by a laser beam passing through the test cell. As soon as the evaporation wave
passed by, it blocked off the beam causing the photosensor circuit to generate an cleclncal puise.
which then triggered the light source. Motion pictures with a framing rate of 3000 s™! were also

obtained.
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Fig.1 Diagram of the experimental setup
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These films revealed details of the development of the evaporation wave and enabled
accurate measurements of the wave speed.

A typical run started by degassing the fluid at room temperature. Then the test cell was filled,
the diaphragm installed and a second low-pressure degassing process would take place while the
system was being heated up. After boiling for some time, then the glass cell was pressurized with cover
gas (N,). Pressure was controlled inside the test cell so that the liquid was slightly above the vapor
pressure. The reservoir was evacuated and brought up to the desired pressure with N,. Once the test
condition was reached the photographic system (high-speed motion or still pictures) and the data
acquisition were set up. The triggering signal for the data acquisition was either from the high-speed
camera, or from the diaphragm piercing system. The total data acquisition time was in the range of
200-500 ms, depending on the experiment and the sampling rate (of the order of 1 KHz). More details
on the experimental setup can be found in Simbes Moreira ( 1994).

Results and Analysis

Development of the metastable state. Two events on different time scales occurred after
the diaphragm burst. At the very beginning, the process of depressurization occurred via the
propagation of rarefaction waves in the vapor above and within the liquid, Several reflections might
occur over a period of milliseconds before a uniform pressure was established in the liquid. 1t is
reasonable to assume that this part of the process occurred isentropically. The metastable liquid
temperature changes could not be measured and were estimated to be less than 0.01 °C during
decompression. Simultaneously, the evaporation wave started at the initial liquid free surface. It
appeared that the evaporation wave dynamics dictated the degree of metastablility the fluid reached
and the metastable pressure as well. In other words, if no evaporation occurred at all. rarefaction and
compression acoustic waves would propagate in the liquid until the liquid pressure equaled the
reservoir pressure. On the other hand, if there was an evaporation front, the pressure jump across the
front, and at the exit of the test cell determined the maximum degree of superheat in the liquid.

Development and propagation of the wave, We carried out one set of experiments at
constant temperature (230°C) and variable reservoir or back pressure, Pp. The general observations are
as follow:

. 12<P, <13 bar. At low superheats, i. e, back pressures close to the saturation pressure
(1.387 bar), a wave did not start, Nucleation started at the interface of the free surface and the
glass tube and then the nucleation sites moved randomly down the tube wall.

A 0,7<Pp < 1,1 bar. As the back pressure was decreased, an evaporation wave appeared 10
start, but mlclcanon usually occurred somewhere upstream in the liquid. Usually. a single slug-
flow-type bubble grew until it filled the tube and expelled the liquid above it. At Pg = (1.7 bar,
it was possible to observe a stable evaporation wave initially but nucleation disrupted the
process eventually.

* P06 bar Lower back pressure resulted in the consistent formation of evaporation. Waves
staried promptly and propagated with a characteristic velocity, No nucleation upstream was
observed.

* Pp<03 bar. Beyond a certain point, the exit pressure would be independent of the reservoir
prcssum The evaporation wave properties were then insensitive to the back pressure. The
evaporation wave properties were then insensitive to the back pressure, We believe that this
was duc to the two-phase flow reaching a choking condition.

Table | summarizes the experimental observations: Py, is the reservoir pressure; Pg is exit
pressure; Py is the pressure at the bottom of the test cell. Wave velocitics were computed by analyzing
the recorded video images from a CCD camera used for this set of experiments. The saturation
pressure of dodecane at 236°C is 1387 bar.

The trend of these results is in agreement with the carlier experiments of Grolmes and
Fauske (1974} and Hill (1991). There was a noticeable threshold, at which an evaporation wave could
be formed and sustained, It is interesting to note that at higher degrees of superheat, no nucleation in
the upstream metastable liquid was observed during ihe tests. That seems puzzling, since al very low
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degrees of superheat (Py near the saturation pressure) nucleation occurred consistently. This is simply
due to the time required for nucleation to occur. At low degrees of superheat, the metastable fluid
remained in the test cell for a long period of time. enabling heterogeneous nucleation to occur. On the
other hand, if an evaporation wave promptly started, the metastable liquid remained in the test cell for a
shorter period of time and heterogeneous nucleation upstream of the wave did not play any role.

Table 1 Back pressure variation experiment (T=230 °C - Psat = 1.387 bar)

P (bar) P (bar) P (bar) Vel (cm/s) Observations
1.3-08 1.3-08 1.3-08 - Train of bubbles/unsta ble wave
07 0.700 0.702 8.1 ev. wave + slug flow bubble
06 0.62 0.66 29.0 threshold for evap. wave
0.6 0.54 0.62 394 evap. wave
04 0.41 0.61 453 evap. wave
03 0.37 0.60 472 evap. wave
0.2 046 0.61 45.7 evap. wave
0.1 0.44 0.61 48.5 evap. wave
0.0 0.37 0.50 47.2 evap, wave

Pressure and Temperature Traces: Figure, 2 presents typical pressure and temperature
traces obtained in our experiments. The ones show nare for a 230°C temperature test. Notice that the
signals are steady after the diaphragm rupture event, which is indicated by an arrow. Is most
experiments the signals dropped sharply afier diaphragm burst, however in some cases the exit pressure
drop was slower due to evaporation of condensed liquid in the line. The bottom pressure signal was
low-pass filtered (f, = 100 Hz) to reduce the effect of the vibration caused by the impact of the air
piston on the structure. The temperature records showed that the exit temperature (185C) was very near
the saturation temperature corresponding to the two-phase mixture pressure (Tg = 177°C).
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Evaporation wave in progress: Figure, 3a shows an oblique view (at 30") photograph of an
evaporation wave in progress in metastable liquid at 216°C, A front view of another wave at 230°C can
be seen in Fig. 3b. The wave moves from top to bottom. The evaporation front is highly disturbed. The
nature of disturbance in not clear be described as either a layer of vapor bubbles or a scalloped surface.
Fluctuations of this front are obvious in the high-speed motion pictures, If one assigns an average
plane to the front, a normal vector te this plane fluctuates about the axial direction. In our experiments,
it was always possible to identify an average propagation velocity {Fig. 4). A relaxation zone was
visible in some experiments similar to the darker zone behind the wave in Fig. 3b, but not in all of
them. We interpret these darker regions as being finer droplets that were scattering the rear
illumination. Analyses of the motion pictures revealed that sometimes jei-like structures of very fine
droplets would come out the wave zone at high speed. The downstream region can be characterized by
there distinct parts. (1) - streaks of low speed liquid flowing along the cell walls.(2) - vapor flowing in
the core zone. (3) - fine droplets flowing in the high speed core zone In the terminology of two-phase
flows, the closest classification would be annular flow with entrainment.

(a)

b)

\ evaporation wave

' metastable liquid

Fig.3 Photographs ofenponﬂon waves in progress (a] - 30°C view, Tigg = 216°C. (b) - front view; Tige = 230°
Pg =1 mbar
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Summary of experimental results: Table 2 presents a summary of our experimental results,
The temperature range was from 180°C to 300°C at nearly 20°C steps. The saturation properties were
calculated using the Lee-Kesler (1973) equation-of-state (see details in Simdes Moreira, 1994). Wave
speeds were obtained from high-speed motion pictures using the method of least squares to determine
wave speed from position vs. time data. The time reference for the motion pictures was obtained from
10 ms timing light marks on the film. The results are shown on Fig. 4.

Ppand Pg represent an average of the pressure signals over the time of interest. T was taken
as the exit temperature at the end of the steady phase of the wave. The last values for Tg are missing
because no steady temperature was reached in these two experiments. Even at the highest test
temperature of 300°C, the downstream state was a liquid vapor mixture. We anticipated from our
previous study (Simdes Moreira et al, 1993) that a single phase (vapor) downstream state might be
reached under these conditions, but we were not able to observe this since a sufficiently low pressure
was not obtained in the superheated liquid. We estimate that the highest quality (mass fraction of
vapor) achieved in these experiments was above 90% at an initial temperature of 300°C.

Table, 2 Summary of experimental results.

Ty (°C) Py (bar) Py (bar) Py (bar Tg (°C) Vel. (cm/s)
180 0.39 0.24 0.18 155 253
200 0.67 0.33 0.22 165 30.9
216 1.00 0.44 0.28 176 39.0
230 1.39 0.59 0.37 186 472
250 2.11 0.83 0.52 200 64.8
270 an 1.19 0.73 210 83.7
290 4.44 1.91 1.16 - 138.1
300 525 2:42 1.32 - 157.8
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Fig. 4 Wave position as function of time {from high-speed motion pictures)

Conclusions

We have observed adiabatic evaporation waves in dodecane over a wide range of
temperatures. The experiments agreed with the results of previous authors in the sense that the wave
behaved as a front moving at nearly constant speed into the metastable liquid. Still and motion pictures
showed that the front was a highly disturbed zone of transition from liquid to two-phase mixture. The
propagation speed depended in a systematic fashion on the metastable liquid temperature and the
degree of metastabilily. In all cases, the flow downstream of the evaporation wave was a two-phase
mixture. A model of evaporation waves has been previously developed (Shepherd et al., 1990, Simdes
Moreira et al,, 1993 and Simdes Moreira, 1994) and can be applied to the problem. A future
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publication will analyse in depth these results, including a modification of the simple evaporation
wave theory to include a more realistic treatment of the two-phase flow downstream of the wave,
including slip between phases.
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